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. Agenda

e Introduction to Oracle Enterprise
Manager

* Monitoring and Optimizing the
nfrastructure

« Diagnosing the Infrastructure
e Interacting with Support
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. Oracle Enterprise Manager is a Vital Part of the IT

Infrastructure

System: Grid Control
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. Enterprise Manager 3-Tier Architecture

EM Users:
Web Console
Reports

Repository Management
Database Server

!
T

Agent
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. Approaches to Monitoring Oracle Enterprise Manager

Reactive Proactive
« QOutage * No Outage
— Time sensitive crisis — Regular daily work
(infrastructure is unavailable)
* Low or no availability Z> + Spot early-warning signs of trouble
— Downtime of an component @%ﬁi@\ — Trending, events and analysis

(no monitoring visibility)
e Corrective Actions

— Recovery (Example: Recover OMS
configuration)

* Preventive Measure
— “Tune” what'’s running before failure

> ~
P @
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. | Want to be Proactive: Now What?

* Install Agents on every machine of
the infrastructure

« Keep discovered component

Need: accurate
representation of the

infrastructure : :
information up-to-date
« Correct warning and critical
Need: timely thresholds for metric
notifications » Subscribe to notifications for

infrastructure metrics

* Monitor cause and not effect

* Rich set of diagnostic data available
to do root-cause analysis

Need: to analyze and
prioritize in context

» Analyze and review (performance)

Need: trending data over period of time

V'V V|V
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. What Are the Signs of a Healthy Environment?

Target Availability: Targets should be in a
‘known’ state: Not in ‘unknown’ or ‘down’
(unscheduled outage)

e Alerts: Anomalies detected by Oracle
Enterprise Manager should be corrected

Errors: Can be either infrastructure of

° target specific errors (Monitoring and
Management is not happening as
expected)

Overview

Total Monitored Targets 193
All Targets Status

SR

All Targets Alerts

Critical > 1044
Warning A 7

Errars % 198 e-o
All Targets Policy Violations

Critical 2 2105
Warning My o538
Informational 1 613

B DowniS 18]
] Unknowni?, 7030
B Under Blackout(85 1)

B Upilz 210
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. Agenda

* Introduction to Oracle Enterprise
Manager

e Monitoring and Optimizing the
nfrastructure

« Diagnosing the Infrastructure
* Interacting with Support

ORACLE




Best Practices for Managing the Manager @p

Use Available Product Features

ORACLE Enterprise Manager Setup  Prefersnces Help Logout
Grid Control 11y Hiofre <Tae = Ceplovments | Alerts | Compliance | Jobs | Reports My Oracle Suppart
Enterprise Manager Configuration | Management Services and Repository | Agents

Management Services and Repository

Latest Data Collected From Target Aug 2, 2010 2:41:51 PM &

Overview Repository Operations Management Senvices Errors

* Oracle Enterprise Manager target monitoring
— Monitor all tiers of the infrastructure

* Repository database: Database monitoring features
Repository schema: Oracle Enterprise Manager monitoring (Self-Monitoring)

« Management Server: Fusion Middleware management
« Agents: Agent and Host monitoring

— Use beacons to monitor network connectivity

— Use Java Diagnostics (AD4J)

 Infrastructure rollups and aggregates

— Use the Oracle Enterprise Manager system and service targets to drill down into
the infrastructure
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. Database Tier

Monitoring the Repository Database

Repository Details H eal I h
Host repdb01.acme.com
Cluster Database REPDB1 REFPDB.ACME.COM ° Database monitoring
Version 10.2.0.4.0

Connect Descriptor  (DESCRIPTION= (ADDRES5=(PROTOCOL=TCP)}{HO5T=repdb1-
vip.acme.com)(PORT=1521)) (ADDRE 5 5=(PROTOCOL=TCP}
(HOST=repdb2-vip.acme.com){PORT=1521)) (CONNECT_DATA=
(SERVICE_NAME=REFDB.ACME.COM))) Perfo r m a‘n C e

Tablespaces USER_DATA

MGMT_TABLESPACE « Database performance
MGMT_ECM_DEPOT TS

Space Used 610.63 GB of 936.10 GB pages
[

Last Backup 2010-08-02 02:01:06 « AWR / ADDM / ASH

Where to look

* Repository database homepage, the performance pages and the database
advisors

 Management Services and Repository pages: Overview page
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. Database Tier @p

Repository Database Best Practices

Database in general:

* Make sure all database components are discovered
(RAC, ASM, Data Guard, Listeners, ...)

* Use the database diagnostics tools
(ADDM, AWR, ASH, other advisors...)

* Keep software up-to-date
(Latest PSU bundle)

Specific for Oracle Enterprise Manager:

* Check job processes for the housekeeping jobs
(DBMS_JOB and DBMS_SCHEDULER in 10g and above)
Metric = DBMS Job Status

* Use out-of-band ‘Agent Response Action’ for Response metric of the repository
database

ORACLE



Defining an Agent Response Action

Edit Advanced Settings: Status

e An Agent Response Corrective Actions
Action is a type of |E,E' oA} -
. . v  Allow only one corrective action for this metric to run at any given time
Corrective Action that can _
. . Advanced Threshold Settings
be defined on any metric Crtical Threshold Down
for e|ther the Warn”’]g or Mumber of Qccurrences |1
Cl’ltlca| thI’EShO|d Collection Schedule Every 5 Minutes

Jiolations i
Add Corrective Action

. Create 3 new corrective action, reuse one already defined on this target, or apply one fro
e Script (or OS command)

executed by the Agent FEe =
directly without any A, oo
intervention Of the giﬁgéﬁ%ﬁgﬁﬁaﬂgumtmn Home | Targets | Deployments
Tl
Management Servers s %aptabaﬁe  cpcanion o e s
. . dlspack Furge Epective owners,
when an alert is triggered. Mult-Task

From Lime...
ORACLE




Database Tier
Monitoring The Repository

Repository DBMS Job Status .
Health IDBMS Job Name | status |Last Error | Throughput |
. were fi i
. Schema ObjeCtS Agent Ping & No errors were found 0.00
. . Beacon Avaiiabiity Computation G No errors were found 0.00
. RGpOSltO ry Operatlons Clear Expired Suppressions £ Mo emors were found 0.00
(House keep|ng JObS) Compostte Target Avaiabiity Computation $ No errors were found 30.19
Compute Metric Baseline Statistics 1) No errors were found 0.00
EM Audit EX Notifications Checked
Performance b paes
65
T H Mamtenaned S | |
’ B&Ck'Og Indlcato_r_s and throughput no| Repository Collections Backlog
for incoming notifications and e
. . — 1,500
repOS|tory operatlons \“‘VJ
g 1,000
Where to look $ . h —
 Management Services and ” !
Repository pages: Overview and 346 Lz 4 g 12PM 4
i : Aug 1, 2010 2
the RepOSItOI’y Opel‘atlonS page. ’ B Fepository Collections Backlog
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. Database Tier @57

Repository Best Practices

Specific for Oracle Enterprise Manager:

» Alerts on Housekeeping jobs health
Metric = DBMS Job Status

« Setup notifications for backlog indicators
Metrics = Collections Waiting To Run, Files Pending Load, Job
Dispatcher Job Step Average Backlog, Notifications Waiting

« Define Agent out-of-band ‘Agent Response Action’ for the Response
and Notification Status metrics
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Middle Tier

Monitoring The Management Server (OMS)

Health

» Application Server monitoring
— WebLogic (WLS) starting EM11g
— Application Server (OAS) for EM10g

Performance

« Middleware Management and
Diagnostics packs

* JAVA Diagnostics (AD4J)
Where to look

General

Status
Start Time
Huost

Oracle Home

Oracle Weblogic Server
Application Deployment
Heap Usage (MB)

Active Repository Sessions
Motifications Delivered

Upload Port
Secure Upload Port

Up

May 3, 2010 7:33:16 PM
omsl.oracle.com

u01/home/oracle/ middleware/omsl1g
/secFarm GCDomain/GCoomain/EMGC 0OMS1

/secFarm GCDDm_ain."GCDnmain."EMGC OMS1/emaq

]

* WebLogic homepage for the Management Server

« Management Services and Repository pages: Both the Overview and the

Management Services pages
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. Middle Tier @y

Best Practices

Application Server:
» Alerts for the Middleware stack events

« Setup log rotation for EM10g (Done out-of-box in EM11g)

« Keep software up-to-date
(Latest PSU bundle)

Oracle Enterprise Manager application:

« Setup notifications for performance and throughput indicators
Metrics = Processing Time, Throughput Per Second

« Define Agent out-of-band ‘Agent Response Action’ for WebLogic
EMGC_OMSL1 application up/down (11g) or Application server
OC4J _EM application up/down (109)

ORACLE



Agent Tier
Monitoring Agents

Grid Control

Management Agents

Health

ORACLE Enterprise Manager 10g

Enterprise Manager Configuration | Management Semnices and Repository | Agents

_J Management Agents I_ Misconfiguration Alerts and Blocked Agents

* Host Monitoring
e System errors

Targets Configured

Targets Mot Configured

Agents with Misconfiguration alerts
Blocked Agents

]

101

g

%] |E [3]

Performance
* Host management pages

Where to look

 Management Agent pages

Overview

Management Services

Agents

Clock Skewed Agents

Agents in Questionable State
Deleted Targets

Duplicate Targets

Targets

Administrators

Active Management Service Repository
Sessions

Severties Processed in Last Hour
Awverage Time per Severity

20957
0.04 Sec|s)

 Management Services and Repository Overview page

ORACLE




. Agent Tier @P

Best Practices

Oracle Enterprise Manager application:
 All Agents should be ‘Up’

— Use blackouts for scheduled maintenance
— No ‘blocked’ Agents: Resync the Agent in case of recovery

« Timezone specified for the Agent has to match the timezone of the host

— Compare the output of the ‘date’ command (Or TZ environment variable) with the
agentTZRegion property of the emd.properties file

« Keep the OS clocks synchronized
— Network Time Protocol (NTP) services can be used to synchronize os clocks

« Define Agent out-of-band notifications for failures detected by the
watchdog

« Keep software up-to-date
(Latest PSU bundle)

ORACLE



. Summary @y

Common infrastructure things to look at

« Backlog

— Combination of pending work, throughput per second, and time
spent per hour

« Target availability

— To have up-to-date information, Agents need to be available, and
targets need to be ‘up’

* Check for errors
— Always correct repeating errors first

For more info on infrastructure best practices — Thu 10:30pm — Moscone S Rm 102
S316996: Oracle Enterprise Manager Grid Control Deployment Best Practices
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. Agenda

* Introduction to Oracle Enterprise
Manager

* Monitoring and Optimizing the
nfrastructure

e Diagnosing the Infrastructure
* Interacting with Support
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Diagnosing the Database Tier
Housekeeping jobs and operations

« Up-to-date CBO statistics for the repository tables and indexes

— DBMS_SCHEDULER needs to be enabled for 10g (and beyond) repository databases:
exec dbms_scheduler.set scheduler_attribute
("SCHEDULER_DISABLED" , "FALSE");

— For 109 repositories: The out-of-box 'GATHER_STATS_ PROG* system job needs to be
registered and enabled/running

— For 11g and beyond: CBO gathering job part of database auto-tasks

« Enterprise Manager housekeeping jobs

— Several jobs defined out-of-box to do housekeeping jobs
(See the Repository Operations page in the console)

— These jobs should be active all the time

To start the jobs:
exec emd_maintenance.submit _em dbms_jobs;

— If repository database maintenance has to be done, they can be temporarily stopped:
exec emd_maintenance.remove_em_dbms_ jobs;

— Check the DBMS Job Status metric for the key performance indicators throughput and
time spend

ORACLE



. Diagnosing the Database Tier

Waits and (other) performance problems

* From the database performance page:

— DBtime is the main key indicator for database performance (and
throughput)

— Wait events are indicators of bottlenecks too
Excessive ‘wait’ example: More than 50 milliseconds to do a redolog
write flush in a RAC database

— Drill down into the SQL or PL/SQL of the top consumers, and use
the tuning advisors and wizards to get details

 Use ADDM/AWR/ASH reports

— Check the DBtime and the wait events to identify resource intensive
SQL and/or PL/SQL

* For RAC:

— Make sure the database connections are balanced: Roughly equal
number of sessions per instance

ORACLE



. Diagnosing the Management Server
JAVA memory

» Default out-of-box JAVA heap size set to 512Mb
Increase heap to 1Gb for large(r) sites

« For Enterprise Manager 10g:
— Edit the opmn.xml file (S ORACLE_HOME/opmn/conf)
— Change the java-options for the OC4J EM process:
-Xmx1024M -XX:MaxPermSize=256m
« For Enterprise Manager 11g:

— Edit the startEMServer.sh file
(<GC_INST>/user_projects/domains/GCDomain/bin )

— Add the following lines at the bottom of the file:

if [ "${SERVER_NAME}'" 1= "EMGC_ADMINSERVER" ] ; then
USER_MEM_ARGS=""-Xms256m -Xmx1024m -XX:MaxPermSize=512m - XX:CompileThreshold=8000 -XX:PermSize=128m""

export USER_MEM_ARGS
i
<GC_INST>/user_projects/domains/GCDomain/bin/startWebLogic.sh "$@"
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. Diagnosing the Management Server
OMS restarts

* OMS can restart:
— Via the control programs (User initiated with emctl or opmnctl)
Check the emctl.log file for any user intervention

— A JAVA error (JVM crash)
Check the:
0C4J~0C4J_EM~default_island~1 file (SORACLE_HOME/opmn/logs) — 10g
EMGC_OMSL1. log file (<EM_DOMAIN_HOME>/servers/EMGC_OMS1/logs) — 119

— Hung JAVA thread (Health-monitor intervention)
* The health-monitor will initiate a shutdown if a thread is unresponsive for
more than 15min

— Message in the oms trace file in the form:
[HealthMonitor] ERROR emd.main restart
<reason for restart>

— Cause is always a timeout:
* Network related timeout: check for network or network configuration problems

* Or - Performance bottleneck while processing data: check the repository
database performance pages
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. Diagnosing the Management Server

Data Processing

* Loading data

— Check loader backlog and loader throughput (rows/second) on the
‘Management Services and Repository’ pages
Increase loader threads when needed (default of 1, maximum of 10 per

OMS)
em. loader .threadPoolSize=5

— Look for repeating loader errors from the Errors subtab of the ‘Management
Services and Repository’ pages
* Rollup and purge

— The database DBtime and IO are the key performance indicators to tune for
this work

« Loading and rollup of data is driven by the amount of metric data
collected by the Agents

— Collect the relevant data at the appropriate intervals (Usually different for
development, test, production and mission critical targets)

ORACLE



. Diagnosing the Management Server

Agent communication

* Go to the Agent homepage to check communication from the OMS to the
Agent:

— Real-time metric details fetched via the homepage

— Any communication problems will be displayed then:
* Agent not up (Agent not running on the machine)
* Agent not responding
* Firewall issues (Communication not allowed)
* Unable to resolve the Agent hostname (nslookup problems)

* Blocked Agents are not allowed to upload or communicate with the OMS
anymore (See the Blocked Agents page for the list of affected Agents)
An Agent gets blocked after:

— An incomplete recovery (information out of sync)
— Administrator manually blocking the Agent

Unblock the Agent via the button on the Agent homepage

ORACLE



. Diagnosing the Agent

Metric workload

e Check the Agent metric workload

To check on the number of active metric collections:
$ emctl status agent scheduler

If the Agent can not execute the metric in time, the following message is
logged in the agent trace file:

SchedEntry{<type>:<name>:<metric>}
exceed next scheduletime, delay=<number of seconds>

Reduce scheduling frequency of the metric if the problem persists

« Out-of-box the Agent can make up to 7 simultaneous connections to the
database

— When the Agent is monitoring several databases (more than 30), you

can reduce the amount of OCI connections by modifying this parameter:
MaxOCIConnectionPerTarget=5

Minimum value of 3 required for this parameter

ORACLE



Diagnosing the Agent
Communication with the OMS

* Incoming requests from the OMS

— Based on number of targets the Agent is monitoring
Warnings logged if too many simultaneous connections are coming:
WARN resman.socket: Incoming Socket max=25 reached !!
Increase number of potential simultaneous requests with this

emd.properties parameter:
Max1nComingConnections=50

— Administration task reply

Timeout errors will be logged if the Agent is overloaded:
ERROR Dispatcher: The remote api of type <n> has timed out

Increase API timeout with this emd.properties parameter:
RemoteAPITimeout=600

» Outgoing traffic (XML files to upload)

— Check backlog with:
$ emctl status agent

— Look in emagent.trc file for any upload errors
— Check Management Servers for any performance bottlenecks

ORACLE



Sizing the Infrastructure
Checking Capacity

Datab ase. Additional Monitoring Links
o Database performance and advisor Top Sessions and Top SQL data from ASH can be found on the Top Activity page.
pages ® Top Ackivi ® Instance Locks ® AWR Baselines
® Top Consumers ® Instance Activi & S0 Tuning Sefs
* Use the ADDM/AWR/ASH reports ® Duplicate SOL ® Search Sessions ® SOL Performance
to: ® Blocking Sessions ® Search S0L Analyzer
—  Check Average Active Sessions ® Hang Analysis ® Snapshots & S0OL Monitoring
— Look for bottlenecks (DB Time, Wait events, ...)
Management Server:
 Management Services And Repository pages ¥ DEMS Job Status
H PR ; ; . DBMS Job Invalid Schedule
* Determmlng CapaCIty Is a combination of: DBMS Job Processing Time (% of Last Hour)
— Backlog indicators (Example: Number of files in backlog) DBMS Job UpDown
— Throughput (Example: Loader rows/second) DBMS Job Throughout Per Second

— Time spend per hour (Example: Loader seconds run last hour)

ORACLE



Sizing the Infrastructure
Scaling-out

Database:

« Start with standard database performance best practices
~ ADDM, AWR, ASH, ...
— Optimizer/SQL tuning

 Add instance to RAC

— Update connection information for the Management Servers

Management Server:

e Tune operational parameters (emoms.properties)
— Number of loader threads (em.loader.threadPoolSize)
— Number of Grid Control job worker threads (em.jobs.shortPoolSize. em.jobs.longPoolSize)

* Add another management node

ORACLE



Sizing the Infrastructure
Agent scaling

Work done by the Agent based on:

* Number of targets the Agent is monitoring
$ emctl config agent listtargets

* Number of metrics, and the frequency of the execution of those metrics
$ emctl status agent scheduler

* Warning and critical thresholds defined for the metric data
$ emctl status agent target <name>,<type>

Influence the workload by:
* Monitor targets based on business requirements
— Production vs Development: Monitor what is required and needed

* The right thresholds for the monitored targets
— Reduce the amount of state changes the Agent has to generate

Tune the Agent by:

« Updating the emd.properties:
— MaxInComingConnections
— MaxOCIConnectionPerTarget
— RemoteAPITimeout

ORACLE



. Agenda

* Introduction to Oracle Enterprise
Manager

* Monitoring and Optimizing the
nfrastructure

« Diagnosing the Infrastructure
e Interacting with Support
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. Diagnosing the Infrastructure

Use the ‘My Oracle Support’ tab in Grid Control to:

* View patches and updates: Add Patches to a Patch Plan, Validate and
Download

« Search the Knowledge Base (Includes Communities and
Documentation) and Tag your favorites.

* Log a Service Request and upload the RDA for the Grid Control

Setup  Preferences Help  Logout
" My ﬂﬁcle Support

=S . cvaniced

ielcame, Eliane/%ﬁ/Last refreshied 2 minutes aga E{g

s Alerts | Compliance | Jobs | Reports

Search Khowledge Base =

CORACLE Enterprise Manager
Grid Control 11g

Patches & Updates | Enowledge | Service Reguests | Settings ™ Favorites -

Patch & Updates

ORACLE



. Setting up My Oracle Support

o Enter your My Oracle Support Account username and password as
the login credentials

e Setup proxy server to connect to external sites if needed for
patching and security recommendations [uy orace support e

SDRACLE Enterprise Manager . b
g e s \oeemena g Patch Search URL |https://updates.orace.com | ( Test
‘ | Preferred Credentials
‘-‘::iihf peateried cradertials to smebly socess ko tapets that you manage. 1Y 2 tirget has prefened tedentis set, seelestion) My Ora cle Su pport Connection Setting
Cridirlials
Notification
e Taiget Type Total Targets Targits with Credentiak Set oelmiie] T Mo Froxy % Manual proxy configuration
e Listires 3 3 Ma
Taroot Subtabs
Cracks Fusion Middewars Farm 1 1 Mo Protocol Proxy Server Host Port Realm
J Cracke Weblogc Sereer z Fy Mo HTTF I I I
AppECaton Depimymment 3 3 Mo
Matadata Repository 1 1 Ha HTTPS I I I
C5A Colecton 1 o ]
Agent 3 2 Mo (¥ TIP If Https Proxy is not set, Http Proxy setting is used by dg
Hoxit Mo ]
Dutaburss Iratarce 5 5 Mo _’G‘:J
Crarie WebLoge Dorman 1 : i 2
3 11P vou can set default gedentds for sach taget By, Detault crodertish s wsed for ary Targets that do ot have preferied credertis eplcithy sot
My Oracle Support Preferred Credentials
e Thes 5 recuired b conmect (o My Orade: Supoort o seerch knowisdge il fie service recussts and work wath patches and undates.

For install and configuration best practices, see session:

316996: Oracle Enterﬁrise Manaﬁer Grid Control Deﬁloiment Best Practices



* View patch recommendations
« Create Patch Plan Strategy

* Add patches to the Patch Plan
— From a SR
— From a Knowledge Document
— From Recommendations
— From a Patch Search

* Validate the Patch Plan

* Download and stage the patches

From Patch Recommendations to Patch Plan

¥ Patch Recommendations 2= |
View by (&) Classification
Security 1]

Other Recommendstions 3 I]

Al Recommendations

() Target Type

Create Flan Wizard - OMS11GLINULxxE664 PP

I

Patches

Patch Recommendations

Patch Recommendations

EZ Patch.. 14 Clssficati.

S6543E7 Cther Rec...
BELED14 Security

9705138 Cther Rec...
GBX2322 Other Rec...

Description
DATABASE PSU 11.1.0.7.4 [INCLU...

CPUIUL2010 DATABASE 11.1.0.7
CREATE SEPARATE OSPATCHADV...
CUMULATIVE FIXES FOR 11GC PA..

4 Specify General Information

Rernave from Plan

4 Patches
% E Patch Marme 14 Type Target Targat Type
P . 9495795 Searched Patcl LR, FOR DB PROVISIOMING FIXES (11GCPL AMD OTHER CRITICAL FIX.. Management Services and Repository M5 and Repositary
@ ‘ou can add any patch to a plan via Patch
Searching. A plan can include recommendead 9705138 Recommended Patch CREATE SEPARATE OSPATCHADVYISOR.PAR AND DERATCHADWISOR.R... Management Services and Repository OMS and Repository
patches and one-off patches which you 9822322 Recommended Patch CUMULATIVE FIXES FOR 11GC PATCHING DEPLOYMENT PROCEDURES ... Management Services and Repository OMS and Repository

mary need For vour environment, When
wou select a patch from the results of a
natrh sparch, Fhere s an onkion ko 'Add bo

The table belaw lists all the patches currently included in the patch plan. Add patches from Patch Recommendations or from Patch Search results,
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Knowledge Base
How to Browse and Search

By Category (HTML Portal) By Product

GridControlCommoninstall ~ GridControlGeneric ¥ Browse Knowledge (%] | ¥ Knowledge Articles
MgmtGCConsole Select Product | Alerts (100) Recently Updated (10
. | ] 55| DEMS_RCYMAN LOCKFORCKPT shippe
NaITOW the SearCh qutAqem HA Enterprize Manage{[ had I % I A1 T7%TA1L 7409017 0PacheA
. - MgmtRepository HA Enterprise Manages b s pareofa produce e [
Ypein a pa 0T a product name, en zelect Trom =]
Wlth Refl nements L Enterprise Manager [ list. Or choose frarm the list to browse articles for the

MgmtService HA

product selected.
L Enterprise Manager for RDEMS

Fefine Search Claar Al

¥ Source

- Enterprise Manager Grid Contral
|All Sources = Knowledge Base

B product Categary '

B Feat
| Leature | | Use the Advanced Search

B product Release '

B Task/Inkent _ Search
b Dacument Type : In the source %{ Knowledge Base |~
‘..' Updated For items containing:
All Content

All these words oms starup Fails with ORA-1017

Updated Last 14 daws (287

Updated Last 30 days (574) The exact phrase

Updated Last 360 days (2400) Any of these words R OR

ORACLE



Knowledge Base
Search for an Error

* You get an error in the Grid Control Console ?
Copy/paste the error in the Knowledge Advanced Search Field

(X Error

Error: - Proxy Test resulted in Exception. Errar while reading data fram URL https:delenoc-fr fr.aoracle. com: 387 2/emd/main/, | [

02 Bad Gateway

[Patchin§ Setup]

Kriowledge\Browser

Search: Patching Setup Cannot establish proxy connection 502

Tag the Recommended Links

= | Patching Setup Cannat establish proxy connection 502 b 'Ck | Advanced 1-50af5 \

Refine Search Clear Al (R
W 1% Master Mote For 10g Grid Control Enterprise Manager Communication and Upload issues [1086343.1 {1}] -

Al Sources > Knowledge Base g . 5 )
T7 2| 12/12/2007 Problem: Targets Configure with Error "oracls. sysman.emShK emd.comm. CommException: Cannot establish

em30k. emd, comm. CormmException: Cannot establish proxy connection: 502 Bad Gateway” Ik is however possible ... Setup = Patching Setul
&l Products = Enterprise Management = & Connection

Enterprise Manager Consoles, Packs, and
Plugins = Enterprise Manager Grid

¥  Product Categaory

Tags: configure database; enterprise manager; grid control; patching setup [Article ID 344768.1]

Control > Enterprise Manager Grid 7 2| 02j04/2009 Initalization Error and 502 Proxy Error While Trying To Run A Patching Job Through Em (ISA Server N
Control ARnd displays the Following error | Cannot establish proxy connection: 502 Proxy Error { The specified Secure ... Setup > Patching Setup == P
w Tas_k_,l'Inte_nt Tags: cannaot establish; enterprise manager; grid control; oms; patching setup [Article ID 427682.1]
AT <7 G| 27f07fz010 Master Mote for 109 Grid Control Enterprise Manager Communication and Upload issues
Canfigure (5 : Companents via Firewalf/Prosy? =: Sample Java Program to Test Thin JDEC Connection from the 10g OMS ta the
Patching (2) Tags: management repository; communicate; agent unreachable; agent upload problems; communication error; connection refused; grid control;

backlog [Article ID 1086343.1
¥ Document Type al ]

[T N
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Log a Service Request (SR)

* You could not find your answer in the Knowledge Ba
Log a Service Request!

se?

restrict

Enter here the error
General Information message and/or

ive keywords

G Problern Summary s Patching Setuo Fails with Cannot establish proxy connection 502 /

Problem Description 4} Patching Setup Fails with Cannot establish prosey connection 502

Manual Procey Confiquration Fails, Direct Connection Succeeds for the Agent

Choose the Product
Enterprise Manager Grid

Control

Error Messane Mumber | (iF applicable) @ Srovidng this
Product & Enterprise Manager Grid Contral /\
Product Wersion &% {0.2.05 v

Choose the best Category

e Product Languages & Endglizh [
L and Sub Category related to
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. Log a Service Request (SR)

Upload RDA (Remote Diagnostics Agent)

Why is RDA needed:
 The RDA provides a complete and detailed state of your environment including:
* Host, Network, ORACLE_HOMESs Configurations
* Log and trace files, alerts and dumps
(RDA features will be covered later in a few slides)

* The latest release of the RDA should be run just after the problem is detected
using the Note 1057051.1 (Add this article to your favorites)

Click to add ta favarites

Back to Results » | {_ Announcement : How o Run the RDA against a Grid Control Installaton

Benefits:

* The diagnosis can begin as soon as the SR is received without unnecessary SR
updates to get the information needed.

* Providing the RDA at the SR Logging time decreases the Resolution Time.
| Upload Fies
1 of 3: How to Run the RDA against a Grid Control Installation (Doc ID 1057051.1)
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Verifying the configuration

Grid Control Collections and Healthchecks

* Browse the configuration data collected by the Oracle Configuration
Manager for the Enterprise Manager System

¥ System Details
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Health Recommendations

ir PowerWiew is OFF

ORACLE myonaciLe suppoaT

Dashboard
Dashbioard =
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Knowledge | Service Requests | Patches & Updates | & Community

% System Health Recommendations

Grid Control Collections and Healthchecks
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Service Reguests
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J Critical (1) Wiarming [0
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Wiew Suppressed Ikems

Configure (1)
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Health Zhack

* Check the Alerts
* Highlight each alert to get the details

» Read the article displayed related to
the alert and take the actions
provided to clear the alert.

 New collections and Health checks
are released every 4 month, stay
tuned.

ORACLE

iu_frl The Grid Contral Agent Jawa wersion is not c!ﬁect

The Grid Control Agent Java version is not correct
Risk

The Grid Contral Agent will nok work properly i an incorrect version of Java is installed,
Recommendation

The Java wersion currently installed is incarrect, Inskall Java wersion 1.4.2_% Far the G
ko Moke 415399, 1-How To Update The Defaulk 10K and JRE Installed In Qracle Databd

EMD Agent Yersion 10.2.0.0.0

QM Colleckor Yersion  10.3.2.0.0
Java Version 1.5.0_17
Knowledge Article I 8766791




. EMDIAG — Enterprise Manager Diagnhostics

EMDIAG:
« Set of diagnostic tools for Oracle Enterprise Manager
— Repository side diagnostics (repvfy)
— Agent side diagnostics (agtvfy)
e Can diagnose (verify mode) or dump out reports (dump and
show commands)
* Regular updates and enhancements

Where to get it:

* My Oracle Support note:
421053.1: EMDiagkit Download and Master Index

ORACLE



. EMDIAG — Enterprise Manager Diagnhostics
REPVFY — Repository verification

Install and setup:
o Extract ZIP file in $ORACLE_HOME/emdiag
 Install (or upgrade) the REPVFY packages:

$ repvfy install
$ repvfy upgrade

How to use it:

 Verification:
$ repvfy verify <module> -level <number>

« Showing or dumping information
$ repvfy dump <command>
$ repvfy show <command>
* Use help screens for details command-line usage:
$ repvfy help all
$ repvfy help <command>
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. EMDIAG — Enterprise Manager Diagnhostics
AGTVFY — Agent verification

Install and setup:
« Extract ZIP file in $0RACLE_HOME/emdiag

* No special setup needed

How to use it:

 Verification:
$ agtvfy verify <module> -level <number>

« Showing information
$ agtvfy show <command>

» Use help screens for details command-line usage:
$ agtvfy help all
$ agtvfy help <command>

ORACLE



. RDA — Remote Diagnhostics Agent

= [RDA 4.21 Main Index  The RDA for Grid Control covers the Management
5 o oveniew Server (OMS) and the underlying stack (Application
ol e Server or WebLogic), the OMS Monitoring Agent and
T (¢ Befomance the Repository through the EMDIAG tool Repvfy
8 s guclenat * You can answer from one place, from any Browser, any
S |* Enteroise Managerserer configuration question you have on your Grid Control
| o CommonProductHome OMS setup and health
® o Asgociaied Oratle tioms « You can browse all the log and trace files to find out
s QmerTregener R} more details on an error, alert or performance issue.
R T « Just download and unzip the RDA to get it installed on
T i s your host — Document Id Note 314422.1
n:m | RDA 4.21 Main Index * Once you have built your RDA configuration
o EM Agent *g‘ o Quniew file, just run it using rda.sh or rda.cmd —s
TESENO | User Pote X <setup_file_name>.cfg
2 | o metwork « More in Document Id 1057051.1)
o ® Oracle Nel
O |o bt
8 . E M.Jﬂglgnlligllg. Ingl;rr fr g@. cle.com:3872)
- mal lleclion
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Performance

ORACLE

Status &

RDA — Remote Diagnhostics Agent

Analyzing the output

0 Oracle Management Server Home
® OMS Secyre Status
S ® OMS Configuration
e o $OHEysmanfadmin
© = nsupporedizs st
) ® suppomedizs ISt
o = mappings sl
‘E @ §0HIEysmanicontig
o 8 sminstancedapping properies
O ® hftnd em.cani
® htipd em confiemplale
® gcammproperies
@ fult/approraciefproductioc_instemEMGE_OMS1
y ® pmgcoroperies
{ ® Memory Dump
| ® QS Upload Beceive FileDirectory Details
* |0Q Rrrors
® |ogFiles
@ $0OHsysmandogischemamanager
® pmschemalog
@ jull/appioraclefproductige_instemEMGC_OMS1 isysmaniog
= emctllon
B gmoms loc
B emomgire
8 B securelog
= #* Cigtoollogs Files
ha o SOHIcTatoologsi ot
g ® Cimbiogger 2010-04-15 13-45-53-Fhilog
3 ® Cimipgger 2010-04-15 13-59-03-PMlog
8 Ouiconfigvariables 2010-04-15 12-45-55-Ph.log
= OuiConfig¥ariables 2010-04-15 12-53-05-FM log
8 pmmdscreate 2010 04 15 AD 13 23 18 EDT.log
® gncap oms 2010-04-15 12-59-04-Phllog
® gracle sysmanplyginyidualization.oms 2010-04-15 12-45-4
® gracle sysman.pluginvidualization.oms 2010-04-15 12-58-

emctl Command

emcll geversion pms

emctl status oms

emcll list oms

emctl dump omsthread

emcll config oms -list repos delalls
mictl 1i I -ITh le 2mam

emcll st propaies -module logaing

emcll status oms -detalls

emill siab rmk

emcll partool check

emctl getversion oms

OMS version

Oracle Enterprise Manager llg Release 1 Grid Comtrol
Copycight (¢] 1996, 2010 Oracle Corporation. All cights reserved.
Enterprize Manager llg OMS Versionm 11.1.0.1.0

Backto fop

emctl status oms

Current OMS status

Oracle Enterprise Manager llg Release 1 Grid Control

Copyright (¢) 1996, 2010 Oracle Corporation. All cights ceserved.
WebTier iz Up

Dracle Hanagement Jerver is Up

Backto ton

emctl list oms

Oms list

Oracle Enterprize Manager Llg Release 1 Grid Control

Copyright (c) 1996, 2010 Oracle Corporation. All rights reserved.
0N Instance(s) associated with current Oracle Home:

ENGC_OMS51*

Backto fop




RDA — Remote Diagnhostics Agent
EMDIAG information

« EMDIAG needs to be installed in the

’ - ] ® Enterprise Manager Sener
repository prior to running the RDA S mee T
. BI'OWSG the dlag nOStICS data and dl"I” Oracle Ma"agement Server Hﬂ.me
down tO the deta"S ® Shhreviations
e EWMDIAG Kit
e EWMDIAG Kit Log Files

Violations Detected during Last 15 Days O jul1fappioraclefproduct 0.2.Didb_1/adminfarclirepfylog
Mok [efielabel TLaverties |V

AGENTS 1110 1Agenls not marked as potentially down 20-Aug-201013 02:05

AGENTS f1 13 'Fugenls not uploading any data R -Eﬂ-ﬂug- 2010 13:02:05

JOBS 129 |Job backlog (obs) 120-Aug-2010 13:02:05,

JoBs 1109  |Orphaned Job Execution Steps 20-Aug-2010 130205

JOBS ‘105 'Scheduled job Executions wilh no valid steps -EE-Aug- 2 e —

JOBS 1116 | Stuckwait executions | 20-Aug-2(% = " s i
METRICS 1113 |invalid default frequency for backup metric g e o e em e
'NOTIFICATIONS 708 | Processed messages leftin nolificalion queue | 18-Aug-2010 04:26:48

'NOTIFICATIONS |3 |Unassigned nolification queues 120-Aug-2010 13:02:07 |

POLICIES 1103 -Gulalandmg violations for obsoleted melric keys .'.?E-Aug- 2010 05:46:25

'REPOSITORY |601  |Database Timezone mismatch 18-Aug-2010 04:26:51
TREFOSITORY 702 |Obsoleled DBMS_LOCK_ALLOCATED information|18-Aug-2010 04:26:51 .'
LRFPOSITORY 710 Brincecssed messanes leftin adminoguene 18-8u0- 201004 9/51 1
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Appendix




. Grid Control Handbook

siasm 1Ips, tricks and best practices for:

| * Implementation

— Installation and configuration

— Scalability and High-Availability
Oracle Enterprise  .c22<.10¢ ’ Operatlonal aspects

Manager 10g — Common target monitoring and
Grid Control Handbook administration

— Infrastructure maintenance
— Debugging and diagnostics

Matthew Hart
nnnnnnnn
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Monday, Sept. 20

Additional Oracle Enterprise Manager Sessions

Monday, Sept. 20 Location

3:30 pm - General Session: Enterprise IT and Cloud Computing

3:30 p.m.- "Lost in Transaction": Managing Business Transactions across
Distributed Systems

3:30 p.m.- Accelerate/Streamline Your Unicode Migration: Oracle Unicode
Migration Assistant

3:30 p.m. - Avoiding SQL Performance Regressions: New Techniques for Solving
an Old Problem

3:30 p.m - Business-Driven Application Management and End-to-End
Performance Diagnostics

Moscone S Rm 102

Moscone S Rm 310

Moscone S Rm 252

Moscone S Rm 303

Moscone W L3, Rm 3024

5:00 p.m.- Application Change & Configuration Management: Tales from the
Trenches

5:00 p.m.- Mission Accomplished: Virtualization Powered by Oracle Enterprise
Manager

5:00 p.m.- Managing Oracle WebLogic Server: New Features and Best Practices

Moscone S Rm 102

Moscone S Rm 305

Moscone W L3, Rm 3024

ORACLE




Tuesday, Sept. 21

Additional Oracle Enterprise Manager Sessions

Tuesday, Sept. 21 Location

11:00 am - General Session: Business-Driven IT with Oracle Enterprise Manager
119

11:00 am - Managing the Oracle Ecosystem on a Cloud Platform: Oracle
Enterprise Manager

Moscone S Rm102

Moscone S Rm 309

02:00 pm - Smart Database Administration: Cool New Features for Power DBAS

02:00 pm - Application Testing in the Cloud: Smart Testing for Agile Enterprises

Moscone S Rm104
Moscone W L2, Rm 2010

03:30 pm - Oracle Identity Management Administration Best Practices

03:30 pm - Latest on Oracle Application Change Management Pack for Oracle E-
Business Suite

03:30 pm - Deploy New Database Features Risk-Free with Database Replay

Moscone S Rm 309
Moscone W L2, Rm 2024

Moscone S Rm 102

05:00 pm SQL Tuning for Smarties, Dummies, and Everyone in Between

05:00 pm - Oracle Enterprise Manager Ops Center for OS and Hardware
Management

Moscone S Rm 104

Moscone S 270

ORACLE




Wednesday, Sept. 22

Additional Oracle Enterprise Manager Sessions

Wednesday, Sept. 22 Location

10:00 am - Manage the Manager: Diagnosing and Tuning Oracle Enterprise
Manager

11:30 am - Maximizing Database Performance: Performance Tuning with DB
Time

11:30 am - Make Upgrades Uneventful Using Oracle Enterprise Manager and My
Oracle Support

Moscone S Rm 102

Moscone S Rm 104

Moscone S Rm 310

12:30 pm — Extracting Real Value from Your Data with Apache Hadoop

Hilton Hotel, Plaza B

01:00 pm - Reducing the Risk of SOA Transactions
01:00 pm - SQL Tuning Roundtable with Oracle Gurus

Marriott Marquis, Salon 6
Moscone S Rm102

04:45 pm - Strategies for Monitoring Large Datacenters with Oracle Enterprise
Manager

04:45 pm - Oracle SOA Management Best Practices, Tips, and Techniques

04:45 pm - Oracle E-Business Suite Technology: Vision, Release Overview,
Product Roadmap

Moscone S Rm102

Moscone W L3, Rm 3018

Moscone W L3, Rm 3002
/ 3004
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Thursday, Sept. 23

Additional Oracle Enterprise Manager Sessions

Thursday, Sept. 23 Location

09:00 am - Oracle WebLogic Server Management for Oracle DBAs
09:00 am - Enabling Database as a Service Through Agile Self-Service Provisioning

09:00 am - Reduce TCO with Oracle Application Management Pack for Oracle EBusiness Suite

Marriott Marquis, Salon 9
Moscone S. Room 102

Moscone W L2, Rm 2024

10:30 am - Best Practices for Managing Your PeopleSoft Applications
10:30 am - Oracle Enterprise Manager Grid Control Deployment Best Practices

10:30 am - Managing Sun SPARC Servers with Oracle Enterprise Manager Ops Center

10:30 am - Heterogeneous Data Masking: Oracle, SQL Server and DB2 Database Best
Practices

Marriott Hotel, Golden Gate A
Moscone S. Room 102

Moscone S. Room 252

Moscone S. Room 306

12:00 pm - Scalable Enterprise Data Processing for the Cloud with Oracle Grid Engine
12:00 pm - Spot Problems Before Your Users Call: User Experience Monitoring for Oracle Apps

12:00 pm - Reduce Problem Resolution Time with Oracle Database 11g Diagnostic Framework

Moscone S. Room 310
Marriott Hotel, Golden Gate A

Moscone S. Room 102

ORACLE




Additional Oracle Enterprise Manager Sessions
Thursday, Sept. 23

Thursday, Sept. 23 Location

1:30 pm - Patching Enterprise-wide Databases: Automation Techniques and
Real-World Insights

Moscone S. Room 310

1:30 pm - Managing User Experience: Lessons from eBay Marriott Hotel, Golden Gate A

1:30 pm - Deep Java Diagnostics and Performance Tuning: Expert Tips and

Techniques Marriott Marquis, Salon 9

1:30 pm - Oracle Enterprise Manager Configuration Management Unleashed:

Top 10 Expert Tips Marriott Marquis, Salon 6

1:30 pm - Oracle Enterprise Manager Security Best Practices Moscone S. Room 102

3:00 pm - The X-Files: Managing the Oracle Exadata and Highly Available

Oracle Databases Moscone S. Room 102

3:00 pm - Monitoring and Diagnosing Oracle RAC Performance with Oracle Moscone S. Room 310
Enterprise Manager

ORACLE



Oracle Enterprise Manager Hands On Labs

Monday September 20, 2010

03:30 pm - 04:30 pm | Database Performance Diagnostics and Tuning Marriott Hotel,

Salon 12/13, YB Level
05:00 pm - 06:00 pm | Provisioning, Patch Automation, and Configuration Management Pack Marriott Hotel,

Salon 12/13, YB Level
05:00 pm - 06:00 pm | Oracle Application Mgmt. Pack for Oracle E-Business Suite: Monitor/Clone Marriott Marquis, Nob Hill
Tuesday September 21, 2010
11:00 am - 12:00 pm | Using Oracle Application Change Management Pack for Oracle E-Business Suite Marriott Marquis, Nob Hill
12:30 pm - 01:30 pm | Database and Application Testing Marriott Hotel,

Salon 12/13, YB Level

02:00 pm - 03:00 pm | Oracle Fusion Middleware Management Marriott Hotel,
Salon 12/13, YB Level

03:30 pm - 04:30 pm | Provisioning, Patch Automation, and Configuration Management Pack Marriott Hotel,
Salon 12/13, YB Level

Wednesday September 22, 2010

04:45 pm - 05:45 pm | Database and Application Testing ga‘lrriogz';'f;elﬁ Lovel
alon , eve

04:45 pm - 05:45 pm | Oracle Application Mgmt. Pack for Oracle E-Business Suite: Monitor/Clone Marriott Marquis, Nob Hill
Thursday September 23, 2010

09:00 am - 10:00 am | Database Performance Diagnostics and Tuning Marriott Hotel,
Salon 12/13, YB Level

10:30 am - 11:30 am | Oracle Fusion Middleware Management Marriott Hotel,
Salon 12/13, YB Level
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Oracle Enterprise Manager Demogrounds

Oracle Real Application Testing: Database Replay Moscone West
Oracle Real Application Testing: SQL Performance Analyzer Moscone West
Self-Managing Database: Automatic Performance Diagnostics Moscone West
Self-Managing Database: Automatic Fault Diagnostics Moscone West
Self-Managing Database: Automatic Application and SQL Tuning Moscone West
Real User Monitoring with Oracle Enterprise Manager Moscone South - S021
Application Quality Management: Application Testing Suite Moscone South - S022
Siebel CRM Application Management Moscone South - S024
Real User Monitoring with Oracle Enterprise Manager Moscone West
Oracle WebLogic Server Management and Java Diagnostics Moscone West
SOA Management with Oracle Enterprise Manager Moscone West
Oracle Business Transaction Management Moscone West
Push Button Provisioning and Patch Automation Moscone West
Smart Configuration Management Moscone West
Oracle Enterprise Manager Ops Center Moscone West
Managing the Enterprise Private Cloud Moscone West
System Management, My Oracle Support, and Oracle Enterprise Manager Moscone West
Self Managing Database: Change Management for DBAs Moscone West
Oracle Enterprise Manager: Complete Datacenter Management Moscone West
Self-Managing Database: Data Masking for DBAs Moscone West

ORACLE



Oracle Enterprise Manager 11g
Resource Center

Oracle.com/enterprisemanagerllg

ORACLE

TR 1 1g Business-Driven IT Management

- el M led b
c=i1

Introducing Oracle Enterprise
Manager 11g

Presented by

Charles Phillips, President, Oracle
Richard Sarwal, Senior Vice President, Oracle
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. Oracle Enterprise Manager Reference Information

Information available on Oracle website:
http://www.oracle.com/us/products/enterprise-manager/index.html

Blogs:
http://blogs.oracle.com/oem

Forums:
MyQOracle Forums -> Technology Products & Solutions -> Enterprise Manager
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. High Availability Reference Information

Information available on Oracle website:
e QOracle Maximum Availability Architecture (MAA)
 Enterprise Manager Best Practices

High Availability Forum:
Configuring Enterprise Manager for High Availability
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The preceding is intended to outline our general
product direction. It is intended for information
purposes only, and may not be incorporated into any
contract. It is not a commitment to deliver any
material, code, or functionality, and should not be
relied upon in making purchasing decisions.

The development, release, and timing of any
features or functionality described for Oracle’s
products remains at the sole discretion of Oracle.
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Oracle OpenWorld
ORLD Beiljing 2010

December 13-16, 2010
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Oracle OpenWorld

ORLD Latin America 2010

December 7-9, 2010
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. Oracle Products Available Online (srone

Oracle Store

Buy Oracle license and support
online today at
oracle.com/store
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