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Disclaimer

The following is intended to outline our general product direction. It is intended for information purposes only and may
not be incorporated into any contract. It is not a commitment to deliver any material, code, or functionality, and should

not be relied upon in making purchasing decisions. The development, release, and timing of any features or functionality
described for Oracle’s products remains at the sole discretion of Ora




Contents

101 02T oo Lol I o 1= o o ST SSRTPRSRN 5

B Lo Lol N1 g a1 A @AY 1SS SRR 5

3 REIGIEA DOCUMEBNTALION. ... vttt sttt s bbbt b b s b e b e b e s e st e bt e b e bt e b e e bbb e b e st e Rt e b e e b e e bt s b e e b e et et e b et eneenenbe s 5

T8 N T = Tod 1= =TSSR 5

B2 AWS ettt Rt R £ R £ R e R Rt R e R e R oAt oA Rt R oAt E e AR e £ e R et e Ee R e R e £ e R e R e Rt R e R e R e Rt ke R e Rt e bt Re e reean 5

BTG S0 1 7= T -1 LT USRS PSSR 5

KR oY LY Lo I 1T (o] YA SO SSSSPSSRN 5

A REGUITEIMENTS ...ttt b e s e st E R R e 8 £ 8 e 8 £ s 8 e H 82 h £ e E £ E £ AR £ A8 £ b e e £ 028 e 4R £ e E £ A E e AR e E e b e e et e R e e R e e b e e Rt bt e n e e e e e ene s 6

5 Create and dePIOY ON AWS ...ttt ettt et e be et e et e e te e st e s teeteeabesae e R e e EeeR s et e e ReeR b e ate e R e e beeReeRe e teeRe e tenreeneenren 6

5.1  Prerequisites to Deploying an EC2 INSTANCE ..........oouiiiiiiiiiiiiise et ane s 6

5.2  Generate an EC2 AMI from the Oracle SBC IMAJE........ccuciiiiiiiie ettt s re st s ae s be e e sbeste e e e sresneenre s 6
5.2.1 Installing Oracle LINUX MACKINE ..ottt ettt bt r e 6

R I = Ov A B 1= o] (o) 4 LT a L (0ot (U TSRS 17
5.3.1 Configure an IAM Role (Only Needed if deploying ORACLE SBC inN HA) .....ooviiiiiiiiiceessese e 17

6 INILIAL ACCCESS TO SBC... .ttt sttt sttt et e s et s te e e e be e Rt et e et e e st e s Re e s e e beaReese e e Eees e e neeeE e e s teabees s e nbeaneeeeabeeneeneeaneenneas 28

6.1  Set the User and Administrative Passwords on AWS deployed ORACLE SBC.......ccccccviviiiiiiiic i 28

6.2 INTEITACE IMIAPIING ... vttt bbbk bbb e st h e b b e bt b E bRt s e bt b e bt bbbt b r et 29

Y o] 1=1 110 1 2 SR 30

7.1 Deploying SBC DENING the NAT ...ttt bbbttt e bbbttt e e e s 30



1 Intended Audience
This document is intended for use by Oracle Systems Engineers, third party Systems Integrators, and end
users of the Oracle Session Border Controller. It assumes that the reader is familiar with basic operations of the

Oracle Session Border Controller and Amazon Web Services (AWS) Cloud Deployments.

2 Document Overview

You can deploy the Oracle Session Border Controller on Amazon’s Elastic Computing (EC2) infrastructure in
either standalone or High Availability (HA) mode. AWS provides multiple ways of managing your
environment(s). This document focuses on the web console. The console provides navigation via a web-page
pane with links to specified functions on the left side of console pages. These procedures also assume you
have reviewed AWS documentation, and can access console pages and navigation

3 Related Documentation
3.1 Oracle SBC

Oracle® Communications Session Border Controller Platform Preparation and Installation Guide
Oracle® Enterprise Session Border Controller Web GUI User Guide

Oracle® Enterprise Session Border Controller ACLI Configuration Guide

Oracle® Enterprise Session Border Controller Release Notes

3.2 AWS

Introduction to AWS
Getting started with AWS

3.3 Software Used

Software version

SBC 8.5

3.4 Revision History

Version Date Revised Description of Changes
1.0 01/13/2020 Initial publication
1.1 02/06/2020 Added lot more Screenshots,
revision history table




4 Requirements

1) A subscription for AWS

2) Access to Oracle Enterprise SBC kvm image.
The KVM release package can be downloaded through the My Oracle Support portal,
under the Patches and Upgrades tab, or can be obtained by reaching out to your Oracle

Account representatives.

5 Create and deploy on AWS

5.1 Prerequisites to Deploying an EC2 instance

You have identified and are deploying to the correct AWS Region. This is typically a
default component of your EC2 Account

You have identified and are deploying to the correct AWS Availability Zone. By
deploying 2 (HA) instances during deployment at the same time, you are ensuring
that both instances reside in the same Availability Zone.

An Amazon Virtual Private Cloud (VPC) is configured.

A security policy is configured.

You have determined the number of management and media interfaces you want
for each instance.

All subnets are configured. Each Oracle SBC management and media interface
requires its own unique subnet.

Note: Your EC2 workspace may present dialogs and fields that differ from this procedure.
For full information on deploying EC2 instances, see the Amazon EC2 documentation.

5.2  Generate an EC2 AMI from the Oracle SBC Image

You need to perform this procedure to convert the Oracle SBC image into an AMI, from

which you can create Oracle SBC machines.

This procedure requires that you, from the EC2 system, create an Oracle linux machine,
attach a new disk to it, and put the ORACLE SBC image on your machine. Next, use the linux
command line to convert the image from gemu to raw format, then perform a data definition
(dd) procedure to write the disk image. Finally, you create a snapshot of the disk and convert
the snapshot to an AMI image. You can create Oracle SBCs from this AMI.

5.2.1 Installing Oracle Linux Machine

Oracle Linux AMI’s are available in AWS as public images. Please find the link
to download here (https://www.oracle.com/linux/)
Here we go through the steps to locate the Oracle-provided Oracle Linux AMIs in AWS and
launch an Oracle Linux instance using Amazon EC2 console.



https://www.oracle.com/linux/

1. Login to the console. Scroll down to Images ->AMI.
It displays the images “Owned by me”.

Services (o} f @ Q @ N. Virginia v gayathri.balakrishnan@oracle.com @ 2728-2415-9043 v|
@ New EC2 Experience Amazon Machine Images (AMIs) (19) info
Tell us what you think
C ‘ [Z4 Recycle Bin ‘ [4 EC2 Image Builder ‘ Actions v
EC2 Dashboard
Owned by me w Q 1 &
EC2 Global View
Events Name v AMI ID v AMI name v Source v
Tags shruthi-TCZ175 ami-01e102789a7b9dbee shruthi-TCZ175 272824159043 /shruthi-TCZ175
Limits nnSCZ910-FP ami-013d6df501b8ccd7c nnSCZ910-FP 272824159043/nnSCZ910-FP
nnSCZ910 ami-01335150449a700d3 nnSCZ910 272824159043/nnSCZ910
» Instances
nnTCZ154 ami-00c21bf4ded277b6e nnTCZ154 272824159043/nnTCZ154
viimages raushan-182 ami-Odea8e56¢ffc6b58c raushan-182 272824159043 /raushan-182
Amls nnTCZ156 ami-004156fe859431536 nnTCZ156 272824159043/nnTCZ156
AMI Catal
neg 5CZ900p2 ami-05f994bd63cef1db8 nNSCz900p2 272824159043 /nnSC2900p2
w Elastic Block Store perftest_ami_... ami-096fea0e9709f8267 perftest_sipp 272824159043 /perftest_sipp
Volumes raushan-184 ami-01048c10db0a16bd5 raushan-184 272824159043 /raushan-184
Snapshots FTP-Server ami-0c72ac1daf707c6fb ftp-ami 272824159043 /ftp-ami
| ifarurle Manaaer 4 >

2. Now change the option to Public Images

Services Q Q @ N. Virginia v gayathri.balakrishnan@oracle.com @ 2728-2415-9043
@ New EC2 Experience X Amazon Machine Images (AMls) (78699) info
Tell us what you think
‘ C ‘ [ Recycle Bin ‘ [4 EC2 Image Builder ‘ ‘ Actions v
EC2 Dashboard
Public images w Q 1 2 3 4 5 6 7 = 1574 ) | &
EC2 Global View
Events Name AMI ID AMI name v Source
Tags - ami-024fc608af8f886bc Zytblmg010422 925975727637/Zytbimg010422
Limits - ami-0fc9e52ba2aedb00d zx-test-0.0.2 643962689773 /zx-test-0.0.2
- ami-00b3e95ade0a05b9b ztna_ubuntu2004 704109570831 /ztna_ubuntu2004
» Instances
- ami-08ff823a0926a300a ztna-connector-ami-2.9.0.1035... aws-marketplace/ztna-connector-ami-
¥ Images - ami-02616e1dbc5¢12615 ztna-connector-ami-2.10.0.101... aws-marketplace/ztna-connector-ami-
Abis - ami-055a268b8002dd191 25tdadia70-f04c514f-c37f-4a22...  aws-marketplace/zstdadi470-f04c514f
AMI Catal
ey - ami-04da9fc04d6148f89 zrm3.9-source-image-tmp-for-r... aws-marketplace/zrm3.9-source-image
w Elastic Block Store - ami-0541de989ab930091 zpa-service-edge-2022.08-8ba4... aws-marketplace/zpa-service-edge-20:
Volumes - ami-0c404a000c15a0328 zpa-connector-2022.08-3d809... aws-marketplace/zpa-connector-2022.
Snapshots - ami-0b03ea364303b0eae zonexos-tableau-v1 246901049426/zonexos-tableau-v1
Lifecycle Manager < »
. . y .
3. The Oracle provided Oracle Linux AMI’s are present if we search

using the Owner Id filter where the value is owner ID =131827586825 .

gayathri.b;
& New EC2 Experience o Amazon Machine Images (AMIs) (7) info
Teil us what you think
[ [&] ‘ [ [2 Recycle Bin [ 2 Ec2 image Builder Actions w ‘
EC2 Dashboard
Public images w Q 1 =
EC2 Global View
| Owner = 131827586825 ‘ > ‘ Clear filters
Events e
Tags Name AMIID AMI name - Source
Limits ami-01dcdbd@3c7e846ec OL7.8-x86_64-HVM-2020-12-07 131827586825/0L7.9-x86_64-HVM-20..
b nstances ami-0982e¢92692864cag4 OL8.2-x86_64-HVM-2020-12-09 131827586825/0L8.2-x86_64-HVM-20..
ami-070cc0228205fa98¢ OL8.3-x86_64-HVM-2020-12-10 131827586825/0L8.3-x86_64-HVM-20..
¥ Images
“ ami-OeacecObf55b70bc9 OLB.4-x86_64-HVM-2021-05-28 131827586825/0L8.4-x86_64-HVM-20..
AMis
ami-047627086234fbbe7 OL8.5-x86_64-HVM-2021-11-24 131827586825/0L8.5-x86_64-HVM-20..
AMI Catalog
ami-0c1373910c11238bb OLB.6-x86_64-HVM-2022-05-19 131827586825/0L8.6-x86_64-HVM-20..
w Elastic Block Store ami-O853e82c22613a7e4 OL9.0-xB6_64-HVM-2022-07-28 131827586825/01L9.0-x86_64-HVM-20..
Volumes »



Oracle Linux AMI starting from 6.9 to the latest patches in various releases are available..We have used
OL 8.2 in our setup.

4. Click on the chosen AMI and Launch Instance from AMI as shown

& 4 O

N. Virginia gayathri.balakrishnan@oracle.com @ 2728-2415-9043

@ New EC2 Experience y, EC2 > AMIs > ami-0982e92692864¢a84

Tell us what you think

EC2 Dashboard
EC2 Global View
Events
Tags
Limits

» Instances

¥ Images
AMls

AMI Catalog

v Elastic Block Store
Volumes
Snapshots

Lifecycle Manager

¥ Network & Security

Image summary for ami-0982e92692864ea84

[4 EC2 Image Builder H Actions v ] Launch instance from AMI

AMI ID
ami-0982e92692864ea84

AMI name
0L8.2-x86_64-HVM-2020-
12-09

Root device name
Jdev/sdal

Boot mode

Block devices
/dev/sdal=snap-
028739ab3cec92fd1:2:true:gp2

o I
_

Image type
machine

Owner account ID
131827586825

Status
® Available

State reason

Description
Oracle Linux 7 update 9 for
x86_64 HVM

Platform details
Linux/UNIX

Architecture
x86_64

Source
131827586825/0L8.2-
x86_64-HVM-2020-12-09

Creation date
Thu Dec 10 2020 16:50:28
GMT+0530 (India Standard Time)

Product codes

Root device type
EBS

Usage operation

Runlinstances

Virtualization type
hvm

Kernel ID

RAM disk ID




(2] L (@) N. Virginia ¥ gayathri balakrishnan@oracle.com @ 2728-2415-9043 ¥

EC2 » Instances » Launch an instance

Launch an instance i

Amazon EC2 allows you to create virtual machines, or instances, that run on the AWS Cloud. Quickly get started by following
the simple steps below.

Name and tags info

Name

Oracle Linuxg Machine Add additional tags

v Application and OS Images (Amazon Machine Image) info

An AMI is a template that contains the software configuration (operating system, application server, and applications) required to
launch your instance. Search or Browse for AMIs if you don't see what you are looking for below

Q. Search our full catalog including 1000s of application and OS images

Launch the instance with type as t2.micro.

The instance requires a keypair.You can enter a key if you already have one or choose to

Services Q ‘ or se 2 /| s, blogs, ¢ nd 3 \ L jini i.balakrishnan@oracle.com @ 272

¥ Instance type info

Instance type

t2.micro Free tier eligible
Family: t2 1vCPU 1 GiB Memory v Compare instance types
On-Demand Linux pricing: 0.0116 USD per Hour

On-Demand Wi nr!ow'wyig. 0.0162 USD per Hour

v Key pair (login) info

You can use a key pair to securely connect to your instance. Ensure that you have access to the selected key pair before you launch the
instance.

Key pair name - required

v C Create new key pair

v Network settings info Edit .

Feedback Looking for guag lection? Find it in the new Unified Settings [/} ® 2022, Amazon Web Services, Inc. or its affiliates. Privacy Terms Cookie preferen



Create a new key pair

v Key pair (login) info

You can use a key pair to securely connect to your instance. Ensure that you have access to the selected key pair before you launch the
instance.

Key pair name - required

oL9 v C Create new key pair

Click on the Network Settings and click Edit.Enable the Auto -assign public IP .

SUMIIEL-UdDS4LEDDOLLIDIUE r I_I“IHIIII. V wITALT HICW JuUwIIcL |7,
VPC: vpc-0229f91ff2571ccf1 Owner: 272824159043 Availability Zone: us-east-1f v
IP addresses available: 244  CIDR: 10.1.4.0/24)

Auto-assign public IP Info

Enable v

Firewall (security groups) Info

A security groyp is a set of firewall rules that control the traffic for your instance. Add rules to allow specific traffic to reach your instance.

© Créate security group Select existing security group

Security group name - required

launch-wizard-20

This security group will be added to all network interfaces. The name can't be edited after the security group is created. Max length is 255
characters. Valid characters: a-z, A-Z, 0-9, spaces, and ._-/(#,@[0+=&;{}'$*

Description - required Info

launch-wizard-20 created 2022-10-13T11:08:55.414Z

Inbound security groups rules

10




aws

Scroll Down to Configure Storage and configure the volumes as shown below

v Configure storage info

x 10 GiB | gp2

1x 20 GiB | gp2

Add new volume

0 x File systems

v

v

Advanced

Root volume (Not encrypted)

EBS volume (Not encrypted)

Edit

Now review the summary and launch the instance

=3s Services Q

gayathri.balakrishnan@oracle.com @)

— PaN (@] N. Virginia ¥

v Summary

Number of instances Info

q

Software Image (AMI)

Oracle Linux 7 update 9 for x8...read more
ami-0982e92692864ea84

Virtual server type (instance type)

t2.micro

Firewall (security group)

New security group

Storage (volumes)

2 volume(s) - 30 GiB

Cancel

-

The instance is launched successfully as shown.

11




858 Services Sear ices cs, and more 2] PaN ® N. Virginia ¥ gayathri.balakrishnan@oracle.com @

EC2 » Instances » Launch an instance

@ Success
Successfully initiated launch of instance (i-0055bff1be692b94e)

» Launch log

Next Steps

For more information on how to launch and Oracle Linux image in AWS please refer
https://community.oracle.com/tech/apps-infra/discussion/4417739/launch-an-oracle-linux-
instance-in-aws

¢ Download your ORACLE SBC image via Oracle support. The correct image name is
appended with -img-vm_kvm.tgz.

e Copy the KVM release image to the target VM using Winscp.

e ssh into the target VM. ssh -i "vSBC.pem" ec2-user@public_ip_addr

¢ |Install the following packages on the Oracle Linux machine.

e KVM image conversion utility.-sudo yum install gemu-img

¢ Unzip

o Tar

12
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Untar the image and extract the .qcow?2 file.
e Convert the image to raw format.
gemu-img convert -p nnSCZ830-img-vm_kvm.qcow2 nnSCZ830-img-vm_kvm.raw

Verify the attachment using the linux list block devices command, Isblk. Example
output is shown below.

(D

BN
|

YV'OTTNrr POINT

e
L
~ f TH
I1ZE
0

P o
d Ul Ul

10
l']\
2

(

v32
—
D ()

o Write the raw image into the 20GB volume.
sudo dd if=nnSCZ830-img-vm_kvm.raw of=/dev/xvdb

14



You may or may not be able to use the status=progress flag within this command. This
is

dependent on the version of the dd command. In addition, note that using the
status=progress flag causes the process to take longer.

[ec2-userPip-18-1-1-161 ~]$ sudo dd if=nnSCZE830mlpl-img-vm_kvm.raw of=/dev/xvdp status=progress
19996566016 bytes (28 GB, 19 GiB) copied, 1620 s, 12.3 MB/s

39062588+0 records in

39062500+0 records out

20000008008 bytes (2@ GB, 19 GiB) copied, 1628.31 s, 12.3 MB/s

[ec2-user@Pip-10-1-1-161 ~1$

¢ From the EC2/Elastic Block Store/Volumes tab, right-click the 20GB volume and click
Detach Volume from the VM.

@ New EC2 Experience -
A RS Create Volume NI R A O &% @

EC2 Dashboard Q) search : vol-0c063352279214¢63 Add fier e 101011

Events
| @ Name * VolumeliD - Size « Volume Type - 10PS ~ Snapshot «  Created « Avallabith

1
Tags

Bl Modify Volume ap2 120 February 6, 2020 at us-aast-1f

Create Snapshot

Reports

Limits

¥ INSTANCES

instances
Force Detach Volume

Change Auto-Enable 10 Setting
Launch Tempiates Add/Edit Tags

Instance Types

Spot Requests

From the same tab, right click the 20GB volume again, click Create Snapshot and wait for
the snapshot to complete.

> INSTANCES

» maGes

« ELASTIC BLOCK
sToRe

» NETWORK &
SECURITY

» LOAD BALANCING
» AUTO SCALING

CebtstOsEsEROOTYS

SNApANOt SAAD-01897T1COTMDCSLS (NASCZEIOMIA2) L_B_J-]

Oescrignen  Permissions  Tags

L



C2/Elastic Block Store/Snapshots tab, right-click the snapshot, and click Create
Image to generate an AMI.

The “Create Image” from EBS Snapshot Dialog provides for multiple configurations, Use
below parameters

Ragens

it

* INSTANCES.
» IMAGES

» ELASTIC BLOCK
STORE

varagec

NETWORK &
SECURITY

» LOAD BALANGING
# AUTO SCALING

A O e 0

@ 11050083 > )

Vodume Type oS Snapiiet Crastes «  Awvallahiny 2o Stane Alwrm Saatus Aftachment infarmath. Mannoring Valume Stats Emeryption
e S SN A e - oo e v - - i
w2 w0 anap O1BIMC @ vus Mo % omt o o Mol Brarp
“’ 120 e Ofodaedt @ nuw Mo ™ 2 @ om Mol Encryb
e % s O1NEINE @ v Mere. W S Ok Mot Enerypie
3 1%0 i O 1880 @ nuse N “ o o St Ercrpube
e 130 anap O18UTMIE @ nue “ena ™ & Obay Not £rorppie
onr 10 @ nusa Nano - @ Om Nt Enerypie
o % & e Hena % & Otay Mot Ercrypie
a2 190 @ nuse Narm PN G o Mot Eneryphe
w2 10 @ inuse None - & on Mot Ercrypie
w2z i @ wuse S " & on Mot Encryphe
10 ® walte  Now “ o © Oy Mol Encrype
) @ nuwse rcna » c9tns. i G Oy Not Frora
age 190 @ enian Mo » & Owny Nk P e
20 3nep Odede -pasi-1f @ noe "o » Tt © Owy Nl Ercrypte
10 o 04820 © nuse Hona » Ircoe o o ot Enerypie
120 S— [ o % & o Nt Eneryite

Dencription  Stalus Checks  Monitorng  Tags

As607000728

o Name your Image

o Select “x86_64" from the Architecture drop-down.

o Select “Use default” from the RAM disk ID drop-down.

o Select “Hardware-assisted virtualization” from the Virtualization type drop-down.

o Select “Use default” from the Kernel ID drop-down.

o Select “General Purpose SSD” (gp2) from the Volume Type drop-down.

o r =-@-02 oew [ 811 0 ‘

Create Image from EBS Snapshot x |
Block Mm&»nq‘l o ‘
S e i O i ors | Dowes ST S |

Note: You can use this created AMI to launch any number of new VM instances.

16




5.3 EC2 Deployment Procedure

5.3.

1 Configure an IAM Role (Only Needed if deploying ORACLE SBC in HA)

Create an IAM role to use by HA ORACLE SBC instances deployed for High Availability.
Attach the

oach AM

Encrypuon keys

Roles > sbo-access

! Summary

Role ARN am ywsam 05080035110 romsbc-access (@)
Role descrpbon AP Gateway Policy  Ede
Instance Profile ARNS @
Path
Creaton time 2018-10-24 1015 UTC0530

Mazenum CLUAP session durabon 4 hours Ede
Permis sions Trust relationships Tags Access Advisor Revoke sesssons
« Permissions policies (1 policy applied)

Policy name

b B AmazonVPCFulAccess

» Permissions boundary (not set)

policy “AmazonVPCFullAccess” to this IAM role.

5.3.2 Launch your EC2 Instance

This is the main instance configuration procedure. It includes a multi-dialog wizard that
presents configuration options in the preferred sequence. The result of this is an installed,
operational standalone ORACLE SBC or HA ORACLE SBC instances with no networking.

Login to the AWS management console and click the EC2 link to open the
EC2 Dashboard.

Review and confirm your deployment's Region and Availability Zone.
On the EC2 Dashboard, click Launch Instance.



£C2 Dashtoarg '] Resources Y
Cvnb g e Uy e WG Amaion (L7 resarces i the US East (N VIngrea) regon
. 11 Running instances 10 Eleste P
Rigam ) Dedcated Hosts 4 Shepeho
‘,..I...,’,, L SR Dead e bl @ AVEY Caetgae Bomm AW 1w (ineeed Dy swneye T T atenin -
;:::::N Create Instance
TP e Tvere e 10 stan gsey Amasne - YO e W B 3 WG seTver  AROmT a8 s Amaron §O7 mataer
::; Sth Service Health C  Scheduled Events 5
Lervies Sastus US Sawt N Virgemes)
@ B East (N Vg No evers
' M:-:" A miapemmy Jore States
tecyeie Masages o= S —
RETOR & ° o vav) B
Aveteaty more A opes T weTma
Teourty Coougn
e » 1’:::;:. PN 5 PRI ATl
e eemet Coougre AT 4
Ny s v A....“"' prw W Opee T Mormaly
¢ Navigate to the “My AMIs” link to choose the image for your instance and click Select.
e Chose the desired instance type. The c4.2xlarge is an example instance type that
includes 8 vCPU. Validated instance types include:
Instance Type vCPU
c4.xlarge 4
c4.2xlarge 8
c4.4xlarge 16
c4.8xlarge 36
m4. xlarge 4
m4.2xlarge 8
m4.4xlarge 16

Click “Next: Configure Instance Details”. The AWS instance deployment sequence
displays the Configure Instance Details dialog.
Configure the following instance details; leave the others at their defaults:



a. Specify the number of Instances. (Specify 1 for standalone and Specify 2 for an

HA setup)

Select the correct Network for wancomO

Select the correct Subnet for wancomO

d. Establish a public IP for wancomO, either by using the Auto assign Public IP control or
by configuring an elastic IP after deployment

e. HA specific: Select the appropriate IAM role. (Choose the IAM role you
configured above.)

f. Scroll down to the “Network interfaces” configuration fields.

Ensure you are configuring the Device named ethO.

Select “New network interface” from the Network Interfaces dropdown list for wancomO
(eth0).

o o

= Q@

Step 3: Configure Instance Details
M o —

Devicn  Metwork Intartace et Py & e e, B anPeaess el

» Advanced Details

- —

i. Select the correct Subnet from the dropdown list for wancomO (eth0).

j-  Ensure the “Primary IP” field is set to “Auto-assign”.
k. Click the “Add Device” button to add wancomO (eth0) to your instance.
e Scroll to the bottom of the Configure Instance Details dialog and click “Next: Add Storage”.

19



Choose your desired ORACLE SBC storage size in GiB. The default storage size is 40 GiB.

At Seurage
Step 4: Add Storage
YOur rEtance wil De IUSCheC W e TIoRT SIOFE0E GBVICR SEINDS. YOU SN SERCR AAStons EBS volumes aNG NEINCe S0 YOLITES 1D YO PIRENCE. OF
SO T IrGR Of Te WX vORITE TOL AN SN0 MRACT SOINOE (BS volmes M IO 3¢ FRIERce DUT MO PAIINCE SI0M vOumes L oot
2orage oCmome - Amaroe
Througheat

Voturme Tyoe Owvce Seaparot e Gl Wotume Type 0es Dweste on Termwratce EncrypSon
ox o wn g Olac e T ML r 3 sarersi Ppote SSO () $  120/300 WA o -
Asa New voksme

S ter et CUSIOmE Can w0 10 XC (38 of £63 Ganers Murpoes (SO0 o Magretc sorage e abcas e Sagw ber eGEATY <t

SAEQE WEYICIOMS

----- .- —

Click “Next: Add Tags”.

Enter any desired name to identify the instance. Ensure the name allows you to uniquely
identify this instance during later deployment procedures and operation.

Click “Next: Configure Security Group”.

You can either create a new security group or select an existing security group to set
appropriate firewall rules. Refer to EC2 security group documentation for configuration
instructions.

Click the Review and Launch button. EC2 displays a summary of your instance.

Step 5: Add Tags
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Step 7: Review Instance Launch
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* instance Details

e Click Launch. EC2 creates your instances.
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¢ Return to the EC2 Dashboard and click the Running instances link.




5.3.3 Create Network Interfaces for ORACLE SBC Instances

R R R R RN

e From the EC2 Dashboard, click Network Interfaces under Network & Security on the left
panel.

Click Create Network Interfaces button.
Create HA and/or Media interfaces by selecting the appropriate subnet and security group

popup.

Example configurations on an instance named HA1 include: a.
Wancoml interface for instance-1 HA1 (Only if you have HA pair)

— For Description, type in name that you can clearly recognize later.

— For Subnet, choose the subnet you created for HA management from the drop-
down.

— For Private IP, retain the auto assign setting, based on the following criteria. If you
use auto assign, EC2 applies the first available IP from the subnet to that interface.
If you need more precise IP management, the custom option is recommended.

— For Security groups, choose the Security group you created for this management
from the drop-down.



b. Wancoml interface for instance-2 HA2 (Only if you have HA pair): repeat above steps
I.  sOp0 media interface for instance-1 (HA1)

— For Description, type in name that you can clearly recognize later.

— For Subnet, choose the subnet you created for HA management from the drop-
down.

— For Private IP, retain the auto assign setting, based on the following criteria. If you use
auto assign, EC2 applies the first available IP from the subnet to that interface. If
you need more precise IP management, the custom option is recommended.

23



— For Security groups, choose the Security group you created for the
media from the drop-down.

d. sOp0 media interface for instance-2 (HA2): Only if you have HA repeat above steps for second instance

Create Network interface
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Perform these steps for each management and media interfaces on your instance.
5.3.4 Attach Network Interfaces for ORACLE SBC Instances

e Go to EC2 Dashboard, click Running Instances.

e Select your first instance. Ensure that it is highlighted.

e Open the Actions drop down and select Networking, Attach Network Interface.

o From the Attach Network Interface pop-up, select your first network interface name.
o Repeat these steps for all the created network interfaces.

¢ Repeat these steps for all your instances.
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5.3.5 Configure secondary private IPs (Virtual IPs) for all media interfaces
This procedure, which creates virtual addressing, applies only to HA deployments. Perform these steps only on
the Primary instance of the HA pair.
a. Goto EC2 Dashboard, click Running Instances.
b. Select the newly created instance (eg: HAL).
c. From the bottom panel, select Description -> Network Interfaces
d Click one of the media interfaces i.e eth2/eth3 which then shows up network interface details in
a pop-up.
e. Click “Interface ID” from the pop-up window. This takes you to the network interface that is
mapped to this media interface.
f.  Go to “Actions” tab and then click on “Manage IP Addresses” option, which will open “Manage IP Addresses”

pop-up

g. Click on “Assign new IP” option, which assigns new secondary private |IP address to the network-interface
selected

h. Click on “Yes, Update” button.
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Repeat the above steps for all the other media interfaces of HA1

instance.

Manage IP Addresses X

You can assign and unassign 1Pvd and 1PV IP addresses on sach network nterface. Leave the A
IP address fiokd blank and an available address will be assigned or enter an IP address that you
want 10 assign

To add or eddt an IPvd publc IP Allocate an Elastic IP 10 ths instance or network interface

¥ eth2: eni-055819111bca21066 - HA1_UT- 10.100.2.0/24
Pvd Addresses
Private IP Public IP

10.100.2 156
Assign new IP

__ Aliow reassignment (|
<

5.3.6 Configure Elastic IP Addressing

This procedure,makes virtual addresses persistent through HA switchovers and needs to be
followed when deploying ORACLE SBC instance in HA pair.
This procedure can also be followed in the case where you need public ip addresses for your media

interfaces.
a) Under Network and Security in the left column, click Elastic IPs.
b) Click Allocate New Address -> Yes, Allocate -> Close.
c) Select the newly allocated IP address and click Actions -> Associate Address.
d) Click on the test box next to instance and select your instance from the drop-down menu.
e) Click “Associate”.
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6 Initial Access To SBC
6.1 Setthe User and Administrative Passwords on AWS deployed ORACLE SBC
Once the Oracle SBC is deployed on AWS perform the password procedures which are required

before any further ORACLE SBC operations. For HA deployments, perform these procedures on
both ORACLE SBCs.

b) Under Instances in the left column, click Instances and click the newly created ORACLE SBC.
c) Under the Description tab, note the Public DNS address.
d) When the EC2 instance has finished initializing, SSH to the public DNS address.
The username is “user” and the initial SSH password is “acme”.
e) Set the user password by logging in for the first time.

$ ssh user@somewhere.compute-1.amazonaws.com
user@somewhere.compute-1.amazonaws.com's password:
*ALERT*

KA AR AR AR AR A A A A AR A AR A A A A A A AR A AR A AR A AN A AR AR A AR A AR A AN A A AR A A AR K K

user password has not been set. Please set password now.
KA A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A AR AR KKKk kK

** Only alphabetic (upper or lower case), numeric and punctuation
** characters are allowed in the password.

** Password must be 8 - 64 characters,

** and have 3 of the 4 following character classes
** — lower case alpha

** — ypper case alpha

** — numerals

** - punctuation

KA AR AR A AR A A A A AR A AR A A A A A A AR A AR A AR A AN A A A AR A AR A AR A A A A AR A Ak A X Kk

Enter New Password:
Confirm New Password:

>

f) Set the administrative password by typing enable at the command prompt. (the initial enable
password is “packet”.)
> enable
Password:
*ATLERT*

R R I e A b e S b S S b SR S b db Sb I Sh b e db b e S b b S b IR S 2h b db b b db b b Sb b S Sh b db Sb I db b b db b db b S Sh i db b 3 Y

admin password has not been set. Please set password now.
RSt Ih ah b S b b Sb S I Sb Ib Ib Ib Sb Ib Ib (Ib Sb b Sb Sb S S db Ib ab Sb S Ib Ib Sb Sb ab Ib Ib Ib b (Ib Ib Ib Sb Sb Ib (ab Ib Sb Ib Ib Ib (Sb Ib (Sb Ib (Sb Ib (ab (db ab (Sb (ab Ib S Y

** Only alphabetic (upper or lower case), numeric and punctuation
** characters are allowed in the password.

** Password must be 8 - 64 characters,
** and have 3 of the 4 following character classes

28


mailto:user@somewhere.compute-1.amazonaws.com
mailto:user@somewhere.compute-1.amazonaws.com

** — lower case alpha
** — ypper case alpha
** - numerals

** — punctuation

R A b S b b A b e db b S b S b I S b S b I Sb S b S 2 b S b S db A b S 2 db S b b Sb 2 db b 4b S SR S 2b e S b Sh db S 4 b4

Enter New Password:
Confirm New Password:

f. Reboot the virtual machine.
# reboot

6.2 Interface Mapping

After a reboot, SSH to the EC2 instance, verify the network interfaces have expected MAC
addresses.

— $ ssh user@somewhere.compute-1.amazonaws.com

— Switch to the administrative user.
> enable

— Use the “show interfaces mapping” command to verify the network interfaces have expected
MAC addresses.

# show interfaces mapping
Interface Mapping Info

Eth-IF MAC-Addr Label
wancomO 06:DF:71:BA:D8:77 #generic
wancoml 06:A6:08:58:92:C9 #generic
s0p0 06:D4:E6:E8:B8:FB #generic
s1p0 06:EA:08:51:4D:DF #generic
wancom2 FEF:FF:FF:FF:FF:FF #dummy
spare FF:FF:FF:FF:FF:FF #dummy
sOpl FF:FF:FF:FF:FF:FF #dummy
slpl FF:FF:FF:FF:FF:FF #dummy
s0p2 FF:FF:FF:FF:FF:FF #dummy
slp2 FF:FF:FF:FF:FF:FF #dummy
s0p3 FF:FF:FF:FF:FF:FF #dummy
slp3 FF:FF:FF:FF:FF:FF #dummy

— Execute the “interfaces-mapping swap” command, if necessary, in order to correct any issues
with your interface to MAC address mapping. See below for example command
# interface-mapping swap sOpO wancoml

Refer to_Oracle Communications Sessions Border Controller Configuration Guide after you have
completed this deployment for administrative and service configuration, including product setup,
entitlement setup and HA configuration.
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7 Appendix A
7.1  Deploying SBC behind the NAT

The SPL configuration is a must for ORACLE SBC deployed in Cloud Environments.

The Oracle Communication once deployed in AWS public cloud environment, you need to configure
SPL NAT plugin in order for proper signaling and voice path between deployed ORACLE SBC and
PSTN.

The plug-in modifies the information in SIP messages to hide the end point located inside the private
network of AWS deployed ORACLE SBC. Configure the Support for SBC behind the NAT SPL plugin
for each SIP interface on the SBC. Here there are two interfaces, one on the side facing AWS and
the other on the PSTN side. One public-private address pair required for each SIP interface that uses
the SPL plug-in as follows.

— The private IP address must be the same as the SIP interface IP address.

— The public IP address must be the elastic ip address configured in AWS for particular network
interface

Here is an example configuration with SBC behind NAT SPL config. The SPL is applied to
MOO interface.

To configure SBC behind NAT SPL plug-in using the GUI, Go to session-router -> sip-interface -> spl-
options and input the following value, save and activate>

HeaderNatPublicSiplflp=<Reserved Public IP of the MO0 interface>,HeaderNatPrivate Iflp=<Private IP
of the MOO interface>
eg: HeaderNatPublicSiplflp=1.1.1.1,HeaderNatPrivateSiplflp=2.2.2.2

Here the HeaderNatPublicSiplflp is the reserved public interface ip and HeaderNatPrivateSiplfip is
the private ip.
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nact=-vraversai none
nat-interval 60
tcp-nat-interval 90
registration-caching enabled
min-reg-expire 300
registration-interval 3600
route-to-registrar enabled
secured-network disabled
teluri-scheme disabled
uri-fgdn~-domain

e optiopns

[ sEl-options HeaderNatPublicSipIfIp=1.1.1.1,HeaderNatPrivateSipIf]

. trust- -
max-nat-interval 3600
nat-int-increment 10
nat-test-increment 30
sip-dynamic~hnt disabled
stop-recurse 401,407
port-map-start 0
port-map-end 0
in-manipulationid
out-manipulationid
sip~-ims-feature disabled
sip-atcf-feature disabled

SPL option HeaderNatPublicSiplflp=<Public IP of the MO0
interface>,HeaderNatPrivateSiplflp=<Private IP of the MO0 interface>

Click on “Done”. Save and activate the config.
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