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Find if anything has changed



tfactl changes
Output from host : myserver69
------------------------------
[Apr/28/2023 04:54:15.397]: Parameter: fs.aio-nr: Value: 95488 => 97024
[Apr/28/2023 04:54:15.397]: Parameter: fs.inode-nr: Value: 764974 131561 => 740744 131259
[Apr/28/2023 04:54:15.397]: Parameter: kernel.pty.nr: Value: 2 => 1
[Apr/28/2023 04:54:15.397]: Parameter: kernel.random.entropy_avail: Value: 189 => 158
[Apr/28/2023 04:54:15.397]: Parameter: kernel.random.uuid: Value: 36269877-9bc9-40a3-82e0-
1619865096f2 => 7551c5e7-c59f-40fa-b55f-5bd170e8b1ab
[Apr/28/2023 05:46:15.397]: Parameter: fs.aio-nr: Value: 119680 => 122880
[Apr/28/2023 05:46:15.397]: Parameter: fs.inode-nr: Value: 1580316 810036 => 1562320

768555
[Apr/28/2023 05:46:15.397]: Parameter: kernel.pty.nr: Value: 19 => 18
[Apr/28/2023 05:46:15.397]: Parameter: kernel.random.uuid: Value: 37cc31aa-ee31-459e-8f2a-
0766b34b1b64 => f5176cdc-6390-415d-882e-02c4cff2ae4e
...

Has anything changed recently?



...
Output from host : myserver70
------------------------------
[Apr/28/2023 04:54:15.397]: Parameter: fs.aio-nr: Value: 95488 => 97024
[Apr/28/2023 04:54:15.397]: Parameter: fs.inode-nr: Value: 764974 131561 => 740744 131259
[Apr/28/2023 04:54:15.397]: Parameter: kernel.pty.nr: Value: 2 => 1
[Apr/28/2023 04:54:15.397]: Parameter: kernel.random.entropy_avail: Value: 189 => 158
[Apr/28/2023 04:54:15.397]: Parameter: kernel.random.uuid: Value: 36269877-9bc9-40a3-82e0-
1619865096f2 => 7551c5e7-c59f-40fa-b55f-5bd170e8b1ab
[Apr/28/2023 05:46:15.397]: Parameter: fs.aio-nr: Value: 119680 => 122880
[Apr/28/2023 05:46:15.397]: Parameter: fs.inode-nr: Value: 1580316 810036 => 1562320

768555
[Apr/28/2023 05:46:15.397]: Parameter: kernel.pty.nr: Value: 19 => 18
[Apr/28/2023 05:46:15.397]: Parameter: kernel.random.uuid: Value: 37cc31aa-ee31-459e-8f2a-
0766b34b1b64 => f5176cdc-6390-415d-882e-02c4cff2ae4e
[Apr/28/2023 16:56:15.398]: Parameter: fs.aio-nr: Value: 97024 => 98560

Has anything changed recently?



Analyze Cluster Health



CHM data usage for diagnostic analysis

 CHM Analyser 

• A python based utility that looks at CHM data and generates reports with relevant findings for 
CPU, memory, network, disk, I/O  based on critical OS signatures.

 CHM Visualisation 

• Built Using DASH application for viewing and analysing CHM data graphically.

 CHM Lrg Analyser

• A python based utility that analyses and maps diffs from watson.log and CHMOS data on a 
timeline. Critical system metrics like CPU utilization, Memory Utilization, CPU steal percent, 
load averages, etc are analyzed to detect if a diff has occurred due to depletion of critical 
system resources and also identify the processes which are causing system resource 
depletion.



“oclumon” - CHM metric viewer CLI to query the expanse of metric and metrics sets

• Python based utility (compatible with both Python 2.7 and Python 3.8)

• Can query metric data both in historical and continuous mode 

• Directly queries compressed files (without uncompressing) 

• Provides expansive set of CLI options to view metric data

CHM Metrics Viewer



System metric-set detailing the summarizing state of the system.
ex : oclumon dumpnodeview local -system

Querying SYSTEM Metric Set

2023-04-28 07.31.34



 Metrics aggregated by Process Groups (DB FG/DB BG/Other/Clusterware) 
• ex. OTHER group is consuming ~96% ( across 350 processes) and DB BG  ~4%(across 75 processes) of total 29.56% CPU 

utilization.

• ex : oclumon dumpnodeview local -procagg

Querying Process Aggregate

2023-04-28 07.35.32



Processes ordered by CPU, RSS, IO and Open FD’s
ex : oclumon dumpnodeview local -process

Querying Process Metric Set

2023-04-28 06.42.04



 Devices details ordered by service time.

• ex : oclumon dumpnodeview local -device

 Network interfaces ordered by net transmission rate .
ex : oclumon dumpnodeview local -nic

Querying Device and NIC Metric Set

2023-04-28 07.31.34

2023-04-28 07.37.53



 Individual CPU Core Details (ordered by usage)

• ex : oclumon dumpnodeview local -cpu

 File System Details 

ex : oclumon dumpnodeview local -filesystem

Querying CPU and File System Metric Set

2023-04-28 07.31.34

2023-04-28 08.15.12



 Metric Repository is auto managed on the local filesystem (location and repository size are configurable)
 “Nodeview” samples are continuously written to repository (JSON record)
 Historical data is auto-archived into hourly zip files (for extended retention) 
 Archived files are automatically purged once default retention limit is reached (default : 100MB)
• ex : Snapshot of metric repository directory

Metrics Repository



Check for Health Issues and Corrective Actions with CHACTL QUERY DIAGNOSIS

Command line operations

chactl query diagnosis -db oltpacdb -start "2023-04-28 01:42:50" -end "2023-04-28 03:19:15”

2023-04-28 01:47:10.0 Database oltpacdb DB Control File IO Performance (oltpacdb_1) [detected]
2023-04-28 01:47:10.0 Database oltpacdb DB Control File IO Performance (oltpacdb_2) [detected]
2023-04-28 02:59:35.0 Database oltpacdb DB Log File Switch (oltpacdb_1) [detected]
2023-04-28 02:59:45.0 Database oltpacdb DB Log File Switch (oltpacdb_2) [detected]

Problem: DB Control File IO Performance
Description: CHA has detected that reads or writes to the control files are slower than expected.
Cause: The Cluster Health Advisor (CHA) detected that reads or writes to the control files were 
slow because of an increase in disk IO.
The slow control file reads and writes may have an impact on checkpoint and Log Writer (LGWR) 
performance.
Action: Separate the control files from other database files and move them to faster disks or 
Solid 
State Devices.
Problem: DB Log File Switch
Description: CHA detected that database sessions are waiting longer than expected
for log switch completions.
Cause: The Cluster Health Advisor (CHA) detected high contention during log switches
because the redo log files were small and the redo logs switched frequently.
Action: Increase the size of the redo logs.



Command line operations

HTML diagnostic health output available (-html <file_name>)

Timestamp Target Information Event Name Detected/Cleared

2023-04-28 01:49:30.0 Host svr02 Host CPU Utilization detected

2023-04-28 01:49:50.0 Host svr01 Host CPU Utilization detected

2023-04-28 05:54:55.0 Host svr01 Host Memory Consumption detected

2023-04-29 03:40:00.0 Host svr02 Host CPU Utilization cleared

2023-04-29 03:40:05.0 Host svr01 Host CPU Utilization cleared

2023-04-29 03:40:05.0 Host svr01 Host Memory Consumption cleared

Problem Description Cause Action

Host CPU Utilization

CHA detected larger than 
expected CPU utilization on this 
node. The available CPU resource 
may not be sufficient to support 
application failover or relocation 
of databases to this node.

The Cluster Health Advisor (CHA) 
detected an unexpected increase 
in CPU utilization by databases or 
applications on this node.

Identify CPU intensive processes 
and databases by reviewing 
Cluster Health Monitoring (CHM) 
data. Relocate databases to less 
busy machines, or limit the 
number of connections to 
databases on this node. Add 
nodes if more resources are 
required.

Host Memory Consumption

CHA detected that more memory 
than expected is consumed on 
this server. The memory is not 
allocated by sessions of this 
database.

The Cluster Health Advisor (CHA) 
detected an increase in memory 
consumption by other databases 
or by application not connected to 
a database on this node.

Identify the top memory 
consumers by using the Cluster 
Health Monitor (CHM).



Diagnose cluster health

chactl query diagnosis -db oltpacdb -start ”2023-04-28 01:42:50.0" -end "2023-04-28 03:19:15.0" 

2023-04-28 01:47:10.0  Database oltpacdb DB Control File IO Performance (oltpacdb_1) [detected]
2023-04-28 01:47:10.0  Database oltpacdb DB Control File IO Performance (oltpacdb_2) [detected]
2023-04-28 02:52:15.0  Database oltpacdb DB CPU Utilization (oltpacdb_2) [detected]
2023-04-28 02:52:50.0  Database oltpacdb DB CPU Utilization (oltpacdb_1) [detected]
2023-04-28 02:59:35.0  Database oltpacdb DB Log File Switch (oltpacdb_1) [detected]
2023-04-28 02:59:45.0  Database oltpacdb DB Log File Switch (oltpacdb_2) [detected]



CHA Diagnoses Focus Areas

CHA
Diagnoses

Database
Diagnoses

ControlFile
Diagnoses

UndoSpace
Diagnoses

RedoLog
Diagnoses

I/O
Diagnoses

LogFile
Diagnoses

Recovery
Diagnoses

Archiving
Diagnoses

GlobalCache
Diagnoses

Clusterware
Diagnoses

Interconnect
Diagnoses

ASM
Diagnoses

Host
Diagnoses

Memory
Diagnoses

CPU
Diagnoses



Critical CHA Diagnoses and Their Impacts

Instance Eviction
Node Eviction

CHA detects abrupt, significant decrease in 
message traffic on the cluster Interconnect

Hang
Instance Eviction

CHA detects slow response times for Global Cache 
messages

HangCHA detects a capacity issue in the Global Cache 
Services

Hang
Instance EvictionCHA detects Socket Buffer Overflows

Hang
Instance Eviction

Node Eviction

CHA detects network packets are discarded by 
private network interface

CHA_PRIV_NW_PATH

CHA_PRIV_IC_LOSS

CHA_GCS_BUSY

CHA_PRIV_NETWORK_M
SG

CHA_GC_NIC_CONFIG

Diagnosis ID Description Impact

Hang
Instance Eviction

CHA detects global cache messages on the 
private interconnect are lost

CHA_GC_IPC_CONGESTI
ON



Critical CHA Diagnoses and Their Impacts

Application 
Performance Issue

CHA detects an instance is joining or leaving the 
cluster or a PDB open/close is taking long time

HangCHA detects database sessions are waiting longer 
than expected for log file switches

HangCHA detects database sessions are waiting for a 
log switch complete

HangCHA detects high contention for undo segment 
space

CHA_GC_CLUSTER_
RECONFIG

HangCHA detects database sessions are waiting longer 
than expected for log switch completionsCHA_REDO_LOG_SIZE

CHA_FRA_PERF

CHA_FRA_SPACE

CHA_UNDO_SPACE_
CONTENTION

Diagnosis ID Description Impact

I/O issueCHA detects slow log file writes are leading to 
increased contention on other instances

CHA_GCS_LOG_
SYNC



Critical CHA Diagnoses and Their Impacts

HangCHA detects commits were blocked for several 
seconds

HangCHA detects global cache messages are taking 
long time

Hang
Instance Eviction

CHA detects processes are waiting for the Control 
File enqueue for several seconds

Hang
Instance Eviction

CHA detects the Log Writer Process (LGWR) is 
waiting several seconds for a log write completion

HangCHA detects database read I/O’s take several 
seconds to complete

CHA_LOG_SYNC_HANG

CHA_GC_HANG

CHA_CFENQ_HANG

CHA_REDODG_HANG

CHA_DATADG_HANG

Diagnosis  ID Description Impact

Instance Eviction
Node EvictionCHA detects high rate of memory consumption,CHA_MEM_RUL



CHA Diagnoses, Over 50 … and Expanding

CHA_PRIV_NW_PATH

CHA_PRIV_IC_LOSS

CHA_GCS_BUSY

CHA_PRIV_NETWORK_M
SG

CHA_GC_NIC_CONFIG

CHA_GC_IPC_CONGESTI
ON

CHA_REDO_LOG_SIZE

CHA_FRA_PERF

CHA_FRA_SPACE

CHA_UNDO_SPACE_C
ONTENTION

CHA_LOG_SYNC_HANG

CHA_GC_HANG

CHA_CFENQ_HANG

CHA_REDODG_HANG

CHA_DATADG_HANG

CHA_MEM_RUL

CHA_SESSION_RATE_WA
RNING

CHA_PHYSICAL_WRI
TES

CHA_REDO_WRITES

CHA_RECO_CKPT

CHA_SB_CPU

CHA_SESSION_RATE_
WARNING

CHA_SESS_PGAPROC_C
UM

CHA_GCS_DRM

CHA_GC_LOG_SYNC

CHA_GC_CLUSTER_R
ECONFIG_TIME

CHA_NODE_MEM_SWAP

CHA_NODE_CPU

…



Why CHA Diagnoses are Correct? 
CHA Diagnostics Model

An increase in 
interconnect network 
traffic causes cache 

fusion packet drops . 
Increase the IPC buffers   

Network packet 
rate  higher than 

expected

Network traffic

in/sec=HIGH

Network traffic 

Out/sec =HIGH

Global Cache 
drops packets 

Global cache blocks 
lost=HIGH

They are not based on ad hoc 
rules!

At the core of CHA diagnostics 
model, an inference engine is 
utilized, it knows how to combine 
probability-measured uncertainty 
with our domain experience.

OS DB



CHA Diagnostics Logic: What is in a “Model” ?
CHA Diagnostics Model

An increase in 
interconnect network 
traffic causes cache 

fusion packet drops . 
Increase the IPC buffers   

Network packet 
rate  higher 

than expected

Network traffic

in/sec=HIGH

Network traffic 

Out/sec =HIGH

Global Cache 
drops packets 

Global cache blocks 
lost=HIGH

When multiple faults are
detected, they are passed as 
evidence
to a Probabilistic Bayesian Belief 
Network for Cause and Effect 
Analysis

Prior Probabilities and Dependencies 
are determined during development
Based on historical cases and bug 
database 

OS DB



Proactive Health Prognostics System
Cluster Health Advisor

1. Architectural Overview and GI Integration  



Cluster Health Advisor Architecture Overview

OS , Storage, 
Network

Central 
Data 
Store

CHADDriver

DB Data

CHM

Infrastructur
e

Health
Prognostics

Engine

Database
Health

Prognostic
s

Engine

• cha – Cluster node resource 
• Single Java oracle.cha.server.CHADDriver

daemon per node

• Reads Cluster Health Monitor data and DB 
System and session statistics directly from 
memory

• Monitors GI, Storage, Network, Clusterware
and DB and performs anomaly detection in 
real-time

• Sync data, analysis, and evidence in a 
central Data Store

• Sends events to TFA & EMCC Incident 
Manager

TFA
&

EMCC
Events

e.g.
- Object Store (OS)
- Clouded PDB
- GIMR



Fully Integrated into Clusterware: CHA Resource and  Daemon
Cluster Health Advisor Architecture Overview

Data sources

To TFAWeb

TFA Collector EVMD
Central Data 

Store

e.g.
- Object Store (OS)
- Clouded PDB
- GIMR



Cluster Health Advisor Operation Overview

• SRVCTL lifecycle daemon 
management 

• Enabled by default - Activates when 
1st RAC instance starts

• Comprehensive CHACTL command 
line tool for all local operations 

• TFAWeb provides GUI interface to
CHA diagnostic events

• Monitoring has no impact on 
DB performance or availability 

• Light footprint: 
~ 2% of a single HT core for :    9 targets
~ 5% of a single HT core for: 36 targets
(512 MB –Xmx max heap memory)

CHACTL Client

CHA Java GUI 
Client

SRVCTL 

OS, Storage, 
Network

Central 
Data Store

DB Data

CHM

Infrastructure
Health

Prognostics
Engine

Database
Health

Prognostics
Engine

Local to Cluster

CHADDriver

e.g.
- Object Store (OS)
- Clouded PDB
- GIMR



Proactive Health Prognostics System
Cluster Health Advisor

2. In-Memory Real-Time Data Acquisition 



Data Sources 

Operating System and Infrastructure data on each Cluster Node
DB System Statistics ( e.g. physical reads , user calls ) for each monitored instance and pdb
DB Session History ( ASH enhanced by event history ) for each monitored instance
Data from all sources is synchronized and sampled at the same frequency and forms and input 
vector 
CHA also collects selected statistics at the PDB level.

Cluster Health Advisor



Data Sources and Data Points 
Cluster Health Advisor

Machine Learning, 
Pattern 

Recognition, & BN 
Engines

Time CPU ASM
IOPS

Networ
k % util

Network
_Packets
Dropped

Log 
file 
sync

Log file 
parallel
write

Gc cr
request

Gc current 
request

Gc current 
block 2-way

Gc
current 
block
busy

Enq: 
CF  -
conte
ntion

…

15:16:00 0.90 4100 13% 0 2 
ms

600 us 0 0 300 us 1.5 ms 0

A CHA Data Point contains > 150 signals (statistics, metrics , events) from multiple sources

OS, ASM , Clusterware, Network DB ( ASH, AWR session, system and PDB statistics )

Statistics are collected at a 1 second internal 
sampling rate , synchronized, smoothed and 
aggregated to a Data Point every 5 seconds



Statistics from OS, Storage,DB, Network etc. 
Grouped into component groups 



All database Components: Latches, 
Locks,
SQL Execution, Interconnect, Cache 
Fusion etc. 

System Statistics, Time Model Metrics ,
Wait Events  



In memory data collection

High granularity

Database and infrastructure data

Synchronization and correlation

Time series





Proactive Health Prognostics System
Cluster Health Advisor

3. Prediction of Normal Operation and Anomaly Detection  



CHA Operational Flow : Anomaly Detection -> Diagnostics -> Prognosis

For each data point …

Cluster Health Advisor 

Is data valid ? Is behavior 
expected ?

Is there a 
problem ?

What is 
causing the 
problem ?

Data Validation
Operating State 
Estimation

Fault 
Identification

Diagnostic 
Decision

Machine Learning, 
Pattern 

Recognition, & BN 
Engines

Prognosis

Is a failure 
likely ? 



Cluster Health Advisor

• Machine Learning and Statistical Inference address scale, dynamics and 
interdependency in Clusters and Clouds

• An ML Model is an in-memory representation of a normally behaving 
application over time, learned from historical operational data , in the 
form of a collection of vectors of operational data 

• The similarity or distance of a monitored data point to a vector in the in-
memory model is the basis to for a comparison between the normal data 
and the actual data



Normal load and response time variation and cyclical behavior of workloads 
Models Capture all Normal Operating Modes

0

5000

10000

15000

20000

25000

30000

35000

40000

10:00 2:00 6:00

5100
9025

4024

2350

4100

1745
10000

21000

4400

2500

4900

800

IOPS

user commits (/sec)

log file parallel write (usec)

log file sync (usec)

A model captures the normal load phases and their performance 
characteristics. One could say that the model REMEMBERS the normal operational dynamics

In-Memory Reference 
Matrix

(Part of “Normality” Model) 

User commits

IOPS

4.1

9.0

4900

21000

5.4
2.3

10000

2500

4.0
1.7

4400

800

*

*

*

*

Log file sync

Log file parallel write



In-Memory Reference 
Matrix

(Part of “Normality” Model) 

CHA Model: Find Similarity with Normal State Vectors
Cluster Health Advisor

Log file parallel write

Log file sync

User commits

IOPS

1.7

4.0

800

4400

5

9

980

600

observed values
(Part of a Data Point) 

Log file parallel write 

Log file Sync

User commits

IOPS

CHA estimator/predictor (ESEE): 
“based on my normality model, the 
value of log file sync should be in 
the vicinity of ~ 4ms, but it is 
reported as 9ms, this is causing a 
residual of ~ 5 ms in magnitude”,

CHA fault detector: “such high 
magnitude of residuals should be 
tracked carefully! I’ll keep an eye 
on the incoming sequence of this 
signal log file sync and if it remains 
deviant I’ll generate a fault on it”.`

*

*

*

*

*

*

*

*

*

*

*

*

*

*

*

*

*

*

*

*

1.8

4.3

1100

4440

Predicted values  

3.2

4.7

280

3840

Residual  



Observed

Predicted 



Fault Detection and Diagnostic Inference 
Cluster Health Advisor

Machine Learning, 
Pattern 

Recognition, & BN 
Engines

Time CPU ASM
IOPS

Networ
k % util

Network
_Packets
Dropped

Log 
file 
sync

Log file 
parallel
write

Gc cr
request

Gc current 
request

Gc current 
block 2-way

Gc
current 
block
busy

Enq: 
CF  -
conte
ntion

…

15:16:00 0.90 4100 88%
39%

105
0

2 
ms

600 us 504 ms
200 us

513 ms
250us

2 ms
250 us

5.9 ms
1.5 ms

0

15:16:00 OK OK HIGH HIGH OK OK HIGH HIGH HIGH HIGH OK

ABNORMAL: Network Bandwidth Utilization - explains
ABNORMAL: Network Packet Loss - explains

ABNORMAL: Global Cache Requests Incomplete
ABNORMAL: Global  Cache Message Latency Slow

Input : Data Point at Time t

Fault Detection and Classification

Diagnostic Inference 



CHA Diagnostics Logic: What is in a “Model” ?
Cluster Health Advisor

An increase in 
interconnect network 
traffic causes cache 

fusion packet drops . 
Increase the IPC buffers   

Network packet 
rate  higher 

than expected

Network traffic

in/sec=HIGH

Network traffic 

Out/sec =HIGH

Global Cache 
drops packets 

Global cache blocks 
lost=HIGH

When multiple faults are
detected, they are passed as 
evidence
to a Probabilistic Bayesian Belief 
Network for Cause and Effect 
Analysis

Prior Probabilities and 
Dependencies 
are determined during 
development
Based on historical cases and bug 
database 

OS DB













Analyze AHF Diagnostic Collections in MOS
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