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Disclaimer 

This document in any form, software or printed matter, contains proprietary information that is the exclusive 

property of Oracle. Your access to and use of this confidential material is subject to the terms and conditions of 

your Oracle software license and service agreement, which has been executed and with which you agree to 

comply. This document and information contained herein may not be disclosed, copied, reproduced or 

distributed to anyone outside Oracle without prior written consent of Oracle. This document is not part of your 

license agreement nor can it be incorporated into any contractual agreement with Oracle or its subsidiaries or 

affiliates. 

This document is for informational purposes only and is intended solely to assist you in planning for the 

implementation and upgrade of the product features described. It is not a commitment to deliver any material, 

code, or functionality, and should not be relied upon in making purchasing decisions. The development, release, 

timing, and pricing of any features or functionality described in this document remains at the sole discretion of 

Oracle. Due to the nature of the product architecture, it may not be possible to safely include all features 

described in this document without risking significant destabilization of the code. 
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Introduction 

Oracle Exadata is engineered to deliver dramatically better performance, cost effectiveness, and availability for 

Oracle databases. Exadata features a modern cloud-based architecture with scale-out high-performance 

database servers, scale-out intelligent storage servers with state-of-the-art flash drives, and an ultra-fast Remote 

Direct Memory Access (RDMA) over Converged Ethernet (RoCE) internal fabric. Unique software algorithms in 

Exadata enable database intelligence in storage, compute, and RoCE networking to deliver higher performance 

and capacity at a lower cost than other platforms. 

Exadata runs all types of database workloads including Online Transaction Processing (OLTP), Data Warehousing 

(DW), In-Memory Analytics, and consolidation of mixed workloads. Exadata can be deployed on-premises as the 

foundation for a private database cloud, or can be acquired using a subscription model in Oracle Cloud 

Infrastructure (OCI) with Exadata Database Service on Dedicated Infrastructure (ExaDB-D) or Exadata Database 

Service on Cloud@Customer (ExaDB-C@C), with all infrastructure managed by Oracle. 

As customers around the world make Exadata the platform of choice for enterprise database deployment and 

consolidate an increasing number of databases onto Exadata systems, monitoring the performance of these 

databases from an Exadata system standpoint becomes more important than ever. This technical brief outlines 

how the Oracle Database Automatic Workload Repository (AWR) feature can be used in conjunction with Exadata 

to monitor and analyze database performance characteristics from an Exadata perspective. 

The contents of this technical brief apply to all Exadata deployments – whether on-premises, ExaDB-D, or ExaDB-

C@C. Specifically, with Exadata in OCI, since customers have complete administrative control over their 

databases, the Exadata-specific AWR capabilities apply in the same manner as when these databases are 

deployed on-premises.  
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AWR Overview 

The Automatic Workload Repository (AWR), introduced in Oracle Database 10g, is the most widely used 

performance diagnostics tool for Oracle Database. AWR collects, processes, and maintains database performance 

statistics data for problem detection and self-tuning purposes. This process of data collection is repeated on a 

regular time interval and the results are captured in an AWR snapshot. The delta values, calculated from the data 

captured by the AWR snapshot, represent the changes for each statistic over the interval, and can be viewed 

through an AWR report for further analysis. By default, the AWR snapshots are taken at hourly intervals, and the 

snapshots are retained for eight days. It is recommended to increase the retention period to allow for monthly (31 

days) or quarterly (90 days) comparisons, depending on your reporting and retention requirements. AWR reports 

can also be generated on-demand for specific time intervals.1  

Performance and Scope 

When analyzing performance issues, it is important to understand the scope of the performance problem, and to 

ensure that the data and the tools used for analysis matches the scope of the problem. 

For example, if an issue is localized to a small set of users or SQL statements, a SQL Monitor report will have data 

that is relevant to the scope of the problem. A SQL Monitor report provides detailed statistics about a single 

execution of a SQL statement or a Database (DB) operation. 

If the performance issues are instance-wide or database-wide, then an AWR report will contain data and statistics 

for the instance or the entire database. Active Session History (ASH), which samples active sessions, can be used 

for instance-wide, database-wide, and localized issues. ASH collects data across multiple dimensions that can be 

used to filter the data. 

Maintaining Baselines 

A statistical baseline is a collection of statistics usually taken over an interval when the system is performing well. 

The baselines can be used to diagnose performance problems by comparing statistics captured in a baseline to 

those captured during periods of poor performance. This enables the identification of statistics that may have 

increased significantly, that could be the cause of the problem. 

It is recommended to collect baselines during normal processing periods, as well as critical time frames such as 

month-end or year-end processing. The baselines should include AWR data2, a SQL Monitor report of a few key 

SQL statements, along with additional statistics from the storage servers (ExaWatcher and cell metric history)3. 

Exadata Support in AWR 

Exadata support in AWR was introduced with Oracle Database 12.1.0.2.0 and Exadata System Software 

12.1.2.1.0. Including Exadata statistics in the AWR report gives more visibility into the storage tier through a 

unified report, without having to collect additional data from the storage servers. This is of particular interest to 

ExaDB-D and ExaDB-C@C customers that do not have access to the storage servers. 

The Exadata statistics are only available in the HTML and Active-HTML formats of the AWR Instance report, and 

the AWR Global report from CDB$ROOT.  The Exadata statistics are not available in the text format of the report; 

nor are they available in the PDB-level AWR report. The Exadata sections in the report are also constantly being 

enhanced, as new features are included in new releases of Exadata software.4 Exadata statistics are also available 

in AWR reports in Enterprise Manager. The References section in this technical brief provides a list of documents 

describing how to manage Exadata with Enterprise Manager. 

It is also important to note that with the addition of Exadata storage level statistics in the AWR report, the 

performance tuning methodology does not change. Users should first look at DB time, and address performance 

 
1 Refer to “Gathering Database Statistics” in Oracle Database Performance Tuning Guide for more details on AWR. 
2 Baselines should include the actual AWR data, not just an AWR report. 
3 Oracle Exadata System Software – Monitoring Exadata  has extensive information on AWR, ExaWatcher, and cell metric history. 
4 As the Exadata sections are constantly being enhanced, the version you see on your systems may not match the screenshots in this technical brief. 

https://docs.oracle.com/en/database/oracle/oracle-database/23/tgdba/gathering-database-statistics1.html#GUID-CBB1716F-2B20-4575-ADCE-94E33BEA53EF
https://docs.oracle.com/en/engineered-systems/exadata-database-machine/sagug/exadata-storage-server-monitoring.html
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issues by analyzing the top consumers of DB time. Only when it has been determined that there may be IO issues 

should one start looking at the Exadata sections. The Exadata sections are meant to complement, rather than 

replace, existing tools and methodologies. 

Challenges and AWR Exadata Solutions 

A common challenge for Oracle DBAs is to better analyze and understand database performance characteristics 

that are directly related to the underlying infrastructure such as servers, network, and storage. Optimal database 

performance is dependent on an optimal configuration of the infrastructure. However, if the infrastructure is mis-

configured or there are faulty components, accurately diagnosing resulting database performance issues and 

correlating them to the specific component is not an easy task. 

The value proposition of an engineered system such as Exadata is that Oracle DBAs are now able to integrate 

statistics that are collected and maintained on the Exadata storage servers directly and automatically into AWR. 

As will be seen later in this paper, this diagnosis process is remarkably efficient compared to the time and 

resources that would be spent otherwise if these databases were deployed on a generic infrastructure. Oracle 

DBAs also benefit from the fact that Exadata specific AWR content continues to get enhanced as the core Exadata 

platform is enhanced with additional software and hardware capabilities. 

The following sections outline specific scenarios where the Exadata-specific AWR capabilities may be leveraged. 

Consolidated Environments 

Exadata storage adds a new scope when analyzing performance issues. The storage subsystem may be shared by 

multiple databases, and as such, the statistics that come from the storage layer are for the entire system – i.e. it is 

not constrained to a single database or a single database instance. 

In an Exadata system running several databases, it is important to identify the databases that could be consuming 

a significant amount of the IO bandwidth on the system, and thus affecting other databases on the system. It is 

strongly recommended to leverage Exadata’s built-in IO Resource Management (IORM) capabilities such that IO 

requests within an Exadata Storage Server can be prioritized and scheduled based on configured resource plans. 

Please refer to “Managing IO Resource Management” in Exadata System Software User’s Guide for more details 

on IORM. 

https://docs.oracle.com/en/engineered-systems/exadata-database-machine/sagug/exadata-storage-server-iorm.html
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The AWR report includes a Top Databases section5, which shows IO requests and IO throughput. This section helps to compare each database’s 

IO resource consumption. A subset of databases are captured in AWR snapshots based on an internal metric to identify the top N databases in 

each of the storage servers. The AWR report on Exadata shows the top databases by IO Requests and IO Throughput. As seen in Figure 1, the 

data is broken down by IOs on flash devices and IOs on hard disks. In  

Figure 2, the requests are further broken down between small and large IOs, along with the average IO latencies, 

and average IORM queue times for the IOs. 

Notice in Figure 1 that the report shows percent captured (%Captured) instead of percent total (%Total), as not all 

statistics for all databases are captured by AWR. This available data is aggregated for the entire system and per 

each storage cell. The current database, DB03, marked by (*), only accounts for 5 percent of the captured IOPs. 

In  

Figure 2, the DB03 database shows that IORM is queueing its large IOs on both flash and disk. This may indicate 

the use of an IORM plan to deprioritize IOs from this database. 

Figure 1. Top Databases by IO Requests 

 

Figure 2. Top Databases by Requests - Details 

 

Uneven Workload on Cells or Disks 

Exadata is designed to evenly distribute workloads across all storage servers and disks. If a storage server or disk 

is performing more work compared to its peers, it has the potential to cause performance problems. 

 
5 If security is a concern, there is a cell attribute, dbPerfDataSuppress, that can be used to suppress databases from appearing in the v$cell_db view of 

other databases, and the subsequent AWR views that capture the v$cell_db data. The IOs of databases that are listed in dbPerfDataSuppress will be 

included in “OTHER” when the view is queried from a different database. Please refer to the Oracle Exadata System Software User’s Guide on listing, 

altering, and describing cell attributes. 
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The Exadata AWR report performs outlier analysis, using several metrics to compare devices against its peers. The 

devices are grouped and compared by device type and size, as different device types do not have the same 

performance characteristics. For example, a flash device is expected to perform very differently from a hard disk. 

Similarly, a 1.6 TB flash device may not be able to sustain the same amount of IO as a 6.4 TB flash device. 

The statistics used for outlier analysis include OS statistics, like iostat, which include IOPs, throughput, percent 

utilization, service time, and queue time6. The outlier analysis also includes cell server statistics, which break down 

IOPs, throughput, and latencies by the type of IO (read or write), and the size of the IO (small or large). 

The Exadata AWR report identifies if a system has reached its maximum capacity. The maximum values used in 

the report are queried from the cell and are consistent with what is published in the Exadata data sheets. Since 

customer workloads will vary, the reported maximum numbers are meant to be used as guidelines rather than 

hard rules. 

Automatic Hard Disk Scrub and Repair (scrub) is an Exadata feature that proactively inspects the sectors on the 

disks for physical errors and, in so doing, can detect issues that built-in hard drive features may not. Scrubbing is 

an automated process on Exadata that kicks in when the disks are idle (less than 25% busy) so as not to impact 

database performance and is set on a bi-weekly schedule by default.7 

When Exadata scrub is running, the number of reads will typically exceed the maximum IOPs. Scrub issues 

sequential 16 KB reads. The Exadata software is designed to prioritize client IO over scrub IO. When client IOs are 

issued, the scrub IO will back off to allow the client IO to proceed, so scrub is not expected to impact client IOs. 

 
6 Queue time reported as part of OS statistics is the device queue time, not IORM queue time. 
7 https://blogs.oracle.com/exadata/post/exadata-disk-scrubbing 

https://blogs.oracle.com/exadata/post/exadata-disk-scrubbing
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Figure 3 shows an example of outlier analysis of storage cells. There are no outliers in this example, but the report 

has identified that the hard disks may be at maximum IOPs capacity, as indicated by the * and the dark red 

background. The maximum for the system is 6,408 IOPs for hard disks, and the report is currently showing 

9,355.83 IOPs. 

Figure 4 shows an example of outlier analysis of disks. In this example, the report has identified that the hard 

disks are at maximum capacity. It has also identified two disks that are performing more IOPs, compared to their 

peers. 

Figure 3. Exadata OS IO Statistics - Outlier Cells 

 

 

 

 

Figure 4. Exadata OS IO Statistics - Outlier Disks 
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Configuration Differences 

Configuration differences across the storage servers could potentially contribute to performance issues. The 

configuration issues could be differences in Oracle Smart Flash Cache (flash cache) or Oracle Smart Flash Log 

(flash log) sizes, or differences in the number of cell disks or grid disks in use. 

The AWR report includes Exadata configuration information and identifies storage servers that are configured 

differently. Figure 5 shows an example of a system with identical storage server configurations. In the Exadata 

Configuration section, ‘All’ indicates an identical configuration across all storage servers. If there are differences 

between cell configurations, the cell names will be displayed, as seen in the Exadata Storage Server Version 

section in Figure 6. 

Figure 5. System with identical storage server configurations. 

 

Figure 6. System with differing storage server configurations. 

 

High Load 

Changes in performance can be caused by increased load on the system. This can either be increased IO or CPU 

load on the storage servers. The increased IO load can be caused by maintenance activities, such as backups, or 

by changes in user IO, due to increased user workload or possible changes in execution plans. 
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On an Exadata system, there is additional information sent with each IO that includes the reason why the 

database is performing the IO. With the IO reason, we can easily determine if the additional IO load is caused by 

maintenance activity, or by increased database workload. 

The reports also have visibility into the Exadata Smart features, including Smart Scan, Smart Flash Log, and Smart 

Flash Cache. 

Figure 7 shows an example where the top IO requests are caused by typical database workload – redo log writes 

and buffer cache reads. 

Figure 7. Top IO Reasons by Requests 

 

DB Time and Wait Events 

Storage related performance issues often manifest as increased DB time on IO related wait events. The database 

has various wait events that indicate the type of IO being performed. When there are storage related issues, the 

average wait time of these wait events, along with an increase in the percentage of DB time spent in these wait 

events are apparent in the AWR report. 

In conjunction with the AWR Exadata sections discussed in the prior section, the database wait events can be 

correlated with specific statistics in the Exadata sections to determine how the IO is being processed on the 

storage servers. 

In many cases, slow IO latencies are the result of an increased number of IOs serviced from hard disk, instead of 

utilizing flash cache or XRMEM Cache. The key is then to identify why the IO is not getting serviced from the 

Exadata caches. 

Exadata Performance Summary and Scope 

When reviewing the Exadata sections in the AWR report, be mindful of the descriptions that indicate the scope of 

the statistics being displayed. The Performance Summary includes both database statistics and storage statistics. 

This allows for easier correlation between the two. However, the database statistics shows data for the single 

database from which the AWR report was generated; while the storage statistics show data gathered on the 

storage servers which includes all databases running on those servers. 
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Single Block Reads 

As shown in Figure 8, the wait events related to single block reads are a good indication of storage IO 

performance. A single block read on the database translates to a small read on the storage server. The wait event 

also indicates the media where the read occurred. 

Single block reads are often the dominant IO wait events in an OLTP system. Long latencies for cell single block 

physical reads may be representative of potential storage related issues. 

Figure 8. Scope of statistics 
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Table 1 lists the different cell single block read wait events. The average latency of each single block read will be 

vastly different, depending on the media where the read is coming from. 

Figure 9 shows a system where the number of waits for single block read are primarily from RDMA. However, 

because the latency from RDMA is much lower, the larger number of waits will typically consume less overall DB 

time. 

Table 1. Cell single block read wait events 

Wait Event Description 

cell single block physical read: RDMA Wait event for single block reads using RDMA to read from XRMEM 

Cache 

cell single block physical read: xrmem 

cache 

Wait event for single block reads from XRMEM Cache 

cell single block physical read: flash 

cache 

Wait event for single block reads from flash cache 

cell single block physical read Wait event for single block reads from disk or capacity optimized 

flash 

Figure 9. Cell single block read wait events 
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Table 2 illustrates the cost of the disk reads. The total number of cell single block physical read related wait events 

is 12,890,878 and the total time spent on the wait events is 9,544.72 seconds. Even with only 2 percent of the cell 

single block physical read wait counts occurring against disk, it accounts for over 82 percent of the wait time. For 

this reason, if a large number of reads have to be serviced from hard disk, it often will result in visible performance 

issues. 

Table 2. Cost of disk reads 

Wait Event Total DB time 

(waits * avg wait) 

% of 

Wait 

Count 

% of 

Wait 

Time 

cell single block physical read 7,892.22s (244,720 * 32.25ms) 1.9 82.7 

cell single block physical read: RDMA  310.30s (10,058,614 * 30.85us) 78.0 3.2 

cell single block physical read: flash cache 1,205.83s (1,856,747 * 649.43us) 14.4 12.6 

cell single block physical read: xrmem cache 136.37s (730,797 * 168.61us) 5.7 1.4 

The Exadata Performance Summary includes a section to indicate how small reads are processed. Figure 10 

indicates 30.73 percent of the Database IOs are served from flash cache, another 71.97 percent is from XRMEM 

cache (of which 53.59 percent is done via RDMA reads). This is a well-performing database where most of the 

reads are satisfied from the Exadata caches8. 

When the database performs RDMA reads with XRMEM cache, the read request does not go to the cell. Instead, 

the database reads directly from the XRMEM cache on the storage server, thereby achieving extremely fast read 

latencies. In this case, the storage servers do not account for the RDMA reads performed by the databases, and 

the Exadata sections do not account for these RDMA reads. Instead, the RDMA reads are taken from database 

statistics. 

The Exadata XRMEM cache sections reflect database read requests that did not come through RDMA. In this case, 

the read request is sent to the storage server, the storage server processes the read request, which can then result 

in either a hit or a miss on the XRMEM cache. 

When most of the read requests are serviced from the XRMEM cache, it is possible to get lower flash cache hit 

percentage as seen in Figure 10. This may not necessarily be of concern, as it could simply be due to the lower 

number of read requests against flash cache. This pattern typically indicates new data being accessed that needs 

to be read into cache. 

Figure 10. Performance Summary – Cache Savings 

  

 
8 The total cache hit percentages can sometimes exceed 100 percent, as some types of reads are counted as cache hits (numerator), but not as physical 

read IO requests (denominator). Controlfile reads is an example of this. 



 

15 Exadata Performance and AWR  /  Version 2.0 

 Copyright © 2024, Oracle and/or its affiliates  /  Public 

As performance issues may stem from excessive disk IOs that do not benefit from the Exadata caches, the 

Exadata Performance Summary – Disk Activity section, as seen in Figure 11, also shows potential causes of 

disk IO. 

Figure 11. Performance Summary – Disk Activity 

 

As shown in Figure 12, there are only ~200 OLTP read requests per second against flash cache per cell. This 

includes all databases running on the Exadata system. Considering that there is a fairly low read request rate from 

flash cache, coupled with the high hit rates from XRMEM cache, there is an indication that the low flash cache hit 

rates may have minimal impact on this particular database’s performance. However, if we see low cache hit rates 

for the database, coupled with high miss rates from flash cache, it can indicate that the reads are getting serviced 

from disk and that would warrant further investigation. 

Figure 12. Flash Cache User Reads Per Second 

 



 

16 Exadata Performance and AWR  /  Version 2.0 

 Copyright © 2024, Oracle and/or its affiliates  /  Public 

Aside from flash cache misses, the single block reads from disk may also be caused by flash cache skips. A flash 

cache skip occurs when the reads bypass the Flash Cache, as they are marked as not eligible for caching in Flash 

Cache. Figure 13 shows the reads are bypassing flash cache due to the storage clause, which indicates that 

segments have specified a storage clause to include cell_flash_cache NONE. 

Figure 13. Flash Cache User Reads - Skips 

 

In addition to reviewing the Flash Cache sections, one should also check for: 

• Imbalance across cells/disks 

• Top Databases 

• Small Read Histogram – if the histograms on the cells do not show issues, but the histograms on the 

database indicate long latencies, this indicates it is not the IO causing the larger latencies, but potentially 

something on the network or IORM queueing. 

Smart Scans 

The wait events for smart scans can vary from system to system, and even from query to query. The wait events 

include all the processing offloaded on the storage, in addition to the IO time. The processing cost is dependent 

on the type of operations being offloaded, as some operations are more CPU intensive than others. 

In most cases, users will see a cell smart table scan wait event. If passthru is occurring, the wait event will indicate 

the passthru reason. 

Table 3. Smart Scan Wait Events 

Wait Event Description 

cell smart table scan Wait even when the session is waiting for smart scans to complete 

cell smart table scan: db timezone upgrade Wait event when the cells are unable to offload because a 

database timezone upgrade is in progress 

cell smart table scan: disabled by user Wait event when the cells are unable to offload due to a user 

setting 

cell smart table scan: passthru Wait event when the cells are unable to offload the smart scan 
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Increased cell smart table scan latencies can occur for a variety of reasons. Some of the common causes are 

passthru, increased disk IO, lack of Storage Index savings, or lack of Columnar Cache. In some cases, a database 

may fall back to executing in block IO mode. 9 

For smart scans, it is often useful to look at specific queries that are affected by the poor performance. SQL 

Monitor is another tool that is extremely useful for diagnosing smart scan issues. There are also database 

statistics that can be used to understand the smart scan performance and correlate it with the storage server 

statistics. 

The Performance Summary section includes a Smart Scan Summary where one can correlate database and 

storage side statistics. In Figure 14, we see the database is issuing about 5.2 GB/s eligible for smart scan (cell 

physical IO bytes eligible for smart IOs), of which most of it is falling back in block IO mode (cell num bytes in block 

IO during predicate offload), due to an ongoing online encryption. 

There are a number of database side statistics that indicate why smart scans may not be offloaded. The statistics 

are described in the Exadata Storage Software User’s Guide – Monitoring Exadata. 

Figure 14. Performance Summary: Smart Scan Summary 

 

 
9 There are database statistics that indicate when passthru or block IO mode occur. These are documented in the Exadata Storage Software User’s Guide – 

Monitoring Exadata. 

https://docs.oracle.com/en/engineered-systems/exadata-database-machine/sagug/exadata-storage-server-monitoring.html
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The Exadata Smart IO section, shown in Figure 15, indicates the amount of IOs the storage servers are processing 

that are eligible for smart scans. It also indicates storage index savings bytes read from flash, bytes read from 

disk, along with columnar cache usage. It also indicates if passthru or reverse offload are occurring. 

Figure 15. Exadata Smart IO 

 

 

In addition to the Exadata Smart IO section, the Flash Cache User Reads section also shows the amount of IOs 

that are being done for scans and for columnar cache, as shown earlier in Figure 12. 

In addition to reviewing the Smart IO and the various Flash Cache and Columnar Cache sections, one should also 

check: 

• Imbalance across cells/disks: smart scans are expected to hit all cells/disks evenly. If a single cell/disk is 

performing slowly, it will impact the scan latencies. Scans will often be large reads on the storage servers. 

• Top Databases: IORM queue times for large IOs can also impact smart scan latencies. 

Temp Spills 

When the database performs temp IO, the temp IO is expected to be absorbed into flash cache. Other large writes 

are eligible to be absorbed in flash cache but may be rejected for a variety of reasons. When the latencies for the 

database temp IO related wait events increase, it is often associated with temp not getting absorbed into flash 

cache. 

Table 4. Temp related wait events 

Wait Event Description 

direct path write temp Wait event when the session is writing temp 

direct path read temp Wait event when the session is reading temp 
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The Flash Cache User Writes - Large Writes section, as shown in Figure 16, shows the amount of Large Writes 

and the type of Large Writes that the storage servers are processing. 

Figure 16. Flash Cache User Writes - Large Writes 
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The Flash Cache User Writes – Large Writes Rejections indicates the reasons why we may not be absorbing the 

Large Writes (or temp spills) into flash cache. In Figure 17, the majority of the large writes are getting rejected due 

to Global Limit. This means that the Large Writes have exceeded the maximum amount of Flash Cache space 

available for Large Writes.  

Figure 17. Flash Cache User Writes - Large Write Rejections 
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The Flash Cache Space Usage in Figure 18 shows about 20% of the flash cache is used for Large Writes, which is 

the maximum amount that can be used for Large Writes in flash cache. Oftentimes, this can be addressed by 

tuning the queries to reduce demand for temp space. In some cases, the increase in temp demand is attributed to 

either application upgrades, which result in a new set of queries, or database upgrades that result in optimizer 

execution plan changes. If the workload requires more flash cache space for temp IO, you can also review the use 

of the main_workload_type database parameter as described in the System Software User’s Guide for Exadata 

Database Machine – Optimizing Exadata Smart Flash Cache For Analytical Workloads. 

Figure 18. Flash Cache Space Usage 

 

In addition to reviewing the Flash Cache sections, one should also check: 

• IO latencies: temp spills will often be large writes on the storage servers. 

• Top Databases: IORM queue times for large IOs can also impact smart scan latencies. Increased IORM 

queue times on hard disks are expected when the hard disks are busy. 

https://docs.oracle.com/en/engineered-systems/exadata-database-machine/sagug/exadata-administering-db.html#GUID-101960A2-7D0B-4252-B155-48EF90170BE6
https://docs.oracle.com/en/engineered-systems/exadata-database-machine/sagug/exadata-administering-db.html#GUID-101960A2-7D0B-4252-B155-48EF90170BE6
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Example Scenario: Analyzing Exadata-specific AWR Data 

To help familiarize yourself with the Exadata sections, we will walk through an example that reflects a real 

customer use case. In this example, the customer has migrated to a new Exadata system and is experiencing 

performance regressions. 

Reviewing the Database Statistics 

A good place to start is to check if the performance issues are potentially storage related by reviewing the Top 

Timed Events from the AWR report. Figure 19 and Figure 20 show the Top Timed Events from a single instance, 

but in this case all of the instances look similar. The wait events show that almost 62 percent of DB time was spent 

on cell smart table scan, with an average wait time of just over 1.6 seconds. 

In Figure 19, the database release in this example does not have the separation that indicates where the read 

occurred for the wait event that was earlier described in Table 3. However, a latency of 71.06 microseconds for 

cell single block physical read implies most of the single block reads are performed via RDMA. 

Figure 19. Top 10 Foreground Events by Total Wait Time 

 

From the Exadata Performance Summary section shown in Figure 20, we can see that a lot of IOs are getting 

serviced by RDMA reads. However, RDMA reads are normally for OLTP or block IO format and will not benefit 

smart scans. 

Figure 20. Exadata Performance Summary 

 

If we look further at the sources of disk IO in Figure 21, we can see that there are high numbers for Flash Cache 

read skips and Flash Cache write skips. Skips indicate IOs that are not eligible for flash cache. We also see scrub is 

running (Scrub IO), but as mentioned previously, the system is designed to prioritize client IO over scrub IO. 

Figure 21. Disk Activity 
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Exadata Configuration 

A review of the Exadata Configuration section from Figure 22 shows that this system is an X9M-2 with 12 storage 

servers. 

Figure 22. Exadata Configuration: Exadata Storage Server Model 

 

Figure 23 shows that the first indication of a potential issue is that celadm11 and celadm12 have a slightly 

differently configuration from the other storage cells – no flash log, and a slightly larger flash cache. 

Figure 23. Exadata Configuration: Exadata Storage Information 
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IO Distribution 

The outlier sections report the IOs per device type, as different types of devices are expected to have different 

performance characteristics. The format used to identify the device type is <F|H>/<size>, where F is for Flash 

devices, and H for hard disks. In the case of Extreme Flash storage servers, capacity-optimized and performance-

optimized flash devices will both be reported as F/<size>, with the <size> indicating the type of flash device (e.g. 

X10M EF servers will report capacity-optimized flash devices as F/14.0T and performance-optimized flash 

devices as F/5.8T). 

A review of the IOs on the storage servers in Figure 24 indicate outliers on celadm11 and celadm12. Although 

we’re seeing a large number of IOs from the other cells (due to scrub), we see the pattern is quite different on 

celadm11 and celadm12. These two cells are showing ~479 IOPs with almost 100% utilization. 

Figure 24. OS Statistics - Outlier Cells 

 

  

Looking further at the Cell Server Statistics in Figure 25, we also see different IO types on celadm11 and 

celadm12 – the IOs are mostly small writes with some large writes. The small reads on the other storage cells are 

scrub-related. 

Although scans would consist of large reads on the storage servers, the different IO profile and, specifically, the 

large number of writes with the high disk utilization on celadm11 and celadm12 are of concern. 

Figure 25. Cell Server Statistics - Outlier Cells 
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Smart Scans 

The Smart IO section also shows an overall picture of smart IO activity on the system and gives an idea of how 

well smart scans are performing10. In Figure 26, we see celadm11 and celadm12 behaving differently from the 

other storage cells. Although the disk IOs aren’t that high, they are significantly higher than the other cells, where 

the smart scans are coming almost entirely from flash cache. 

Figure 26. Smart IO from the AWR report that shows smart scan information 

 

 

Smart Flash Log 

From the Exadata Configuration section, we saw that both flash cache and flash log were configured differently 

on celadm11 and celadm12 than on the other storage cells. Although redo log writes were not an issue, we still 

see a difference in flash log behavior on these two cells. In Figure 27, we see skips on the two cells because flash 

log has not been configured. This is consistent with the information that was observed in the Exadata 

Configuration - Storage Information section. 

Figure 27. Flash Log Skip Details shows celadm11 and celadm12 do not have flash logs 

 

 
10 When looking at specific smart scan issues that only affect a small set of SQL statements, SQL Monitor is a good diagnostic tool. 
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Smart Flash Cache 

From the Exadata Configuration - Storage Information section, we know flash cache was slightly larger on the 

two cells that are being investigated. The Flash Cache Configuration section shown in Figure 28 gives us 

additional insight, and in this case is highlighting the most likely cause of the issues. 

The Flash Cache Configuration shows the two cells of interest have a status of normal - flushing. Storage cells in 

normal - flushing status indicates that the data in flash cache is currently being flushed to hard disk, and client IOs 

will not be able to use flash cache. Instead, those client IOs will be redirected to hard disk. 

Figure 28. Flash Cache Configuration shows differences between the cells 

 

Although it already looks like this is the cause of the issues, for due diligence, we review the other sections to 

ensure that there are no other issues on the other cells. 

The Flash Cache User Reads Per Second in Figure 29 shows the same two cells with a higher miss rate and a 

lower request rate than the other cells.  

Figure 29. Flash Cache User Reads Per Second 

 

In addition, the Flash Cache User Reads Efficiency in Figure 30 shows significantly lower hit percentage rates 

(%Hit) for both OLTP and Scans on the same two cells. 

Figure 30. Flash Cache User Reads Efficiency 

 



 

27 Exadata Performance and AWR  /  Version 2.0 

 Copyright © 2024, Oracle and/or its affiliates  /  Public 

Similarly, reviewing the Flash Cache User Writes section in Figure 31, celadm11 and celadm12 have over 19 

million partial writes for the report interval, and 5000 partial writes per second. Partial writes are not common, 

and occur when the write goes to both flash cache and hard disk. The partial writes on these two cells are, again, a 

result of the normal - flushing status for flash cache. 

Figure 31. Flash Cache User Writes 

 

Similarly, as seen in Figure 32, the Flash Cache User Writes - Skips shows writes bypassing the flash cache on 

celadm11 and celadm13. In this particular AWR report, we see that there are writes bypassing the flash cache, but 

we don’t see the reasons why this is happening. Additional information that will make the reasons more apparent 

is available starting Oracle Database 19.19. In this case we can assume these writes are likely due to the normal - 

flushing status of flash cache. 

Figure 32. Flash Cache User Writes - Skips 
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The Flash Cache Internal Reads section, as shown in Figure 33, shows disk writer activity. Disk Writer is 

responsible for syncing dirty data from flash cache to hard disk. Beginning Oracle Database 19.19, the AWR 

reports also include the type of disk writer writes, which will show if the writes are flush related. In this case, we 

see more writes on celadm11 and celadm12, which we can assume is a result of the flush. 

Figure 33. Flash Cache Internal Reads 

 

Finally, the Flash Cache Internal Writes section, as shown in Figure 34, indicates writes are not going to flash 

cache on celadm11 and celadm12. Typically, populations of the flash cache occur as a result of misses on the 

flash cache. In this case, despite the higher number of misses, there is no population write, which is consistent 

with the flush operation. 

Figure 34. Flash Cache Internal Writes 

 

The Flash Cache sections all indicate activity (or in some cases, lack of IOs) in flash cache on celadm11 and 

celadm12, both of which show a status of normal - flushing. 

At this point, we can safely say that the state of the flash cache on those two cells are primarily responsible for the 

issues observed. But we will continue with the remaining sections to validate our hypothesis. 

IO Reasons 

The IO Reasons section tells us why the IOs are issued on the storage servers. The IOs in IO Reasons include both 

reads and writes, as well as hard disk and flash devices. 
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In Figure 35 and Figure 36, we see the IO reasons on celadm11 and celadm12 are different from the other 

storage cells. 

The other cells show: 

• Scrub IO – this results in small reads from hard disk, and typically does not impact client. 

• Redo log writes – writes to the redo logs. With Smart Flash Log and Smart Flash Log Write-Back,11 the 

redo log writes are expected to go to flash log and flash cache. 

• Smart scan – smart scan activity. 

• Limited dirty buffer writes, aged writes by DBWR, and medium-priority checkpoint writes – writes from 

database writers. 

Storage cells celadm11 and celadm12 show 36-37 percent of the IOs are due to Internal IO, which is much higher 

than that of the other cells. Also, note that scrub is not running on celadm11 and celadm12 – the two cells where 

we are seeing the issues. 

Figure 35. IO Reasons by Requests 

 

  

 
11 Smart Flash Log Write-Back was introduced in Oracle Exadata System Software 20.1.0 
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Figure 36 shows the potential causes of the Internal IOs. This is aggregated across all cells. The links will directly 

show the relevant sections of the AWR report which will have the statistics for the individual cells. 

Figure 36. Internal IO Reasons. 

 

Top Databases 

Reviewing the Top Databases in Figure 37 shows increased disk IO latency for large IOs on all of the databases. 

The increased disk IO latency also results in increased IORM queueing for large IOs. These large latencies directly 

affect the cell smart table scan wait event seen on the database. 

Figure 37. Top Databases By Requests - Details 

 

Looking at the storage cells in more detail in Figure 38, we see the high latencies and the high IORM queue times 

only occur on the two cells, celadm11 and celadm12 – the same two cells we have been reviewing all along. 

Figure 38. Top Databases by IO Requests per Cell - Details 
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Analysis Summary 

Here is a summary of what we know from our analysis of this example: 

• Database is experiencing poor IO performance, primarily observed on the cell smart table scan wait event. 

• Flash Cache Configuration indicates two cells have a status of normal - flushing. This means that flash 

cache is flushing all its data to hard disk, and IOs on these cells may not be able to use flash cache. The 

difference in IO pattern on these two cells are evident in all the other Flash Cache sections. 

• IO Outliers show IO outliers on the same two cells. The IO pattern on these two cells indicates increased 

write activity. The other cells show increased small read activity due to scrub. 

• Smart IO again indicates a difference in how the IOs are being serviced from these two cells. 

• IO reasons show a different IO pattern on these two cells, consistent with what was observed in the other 

Flash Cache sections. 

• Top Databases show an increase large IO latency, which results in increased IORM queue time on these 

two cells. These latencies directly impact the cell smart table scan wait event. 

Reviewing the data indicates the main issue is that a flush was issued for flash cache on the two cells. Flush 

should not be executed on system with active database workloads, as that option stops data from being cached in 

the flash cache. In this case, a maintenance activity was performed to try and mitigate the lack of flash log on the 

two cells, but it was inadvertently done during a peak period, which resulted in the performance issues observed. 

To alleviate the issue, the flush operation had to be cancelled using ALTER FLASHCACHE CANCEL FLUSH. 
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Exadata Performance Data 

In addition to the AWR report, there is also a wealth of performance data available on Exadata, which includes cell 

metrics and ExaWatcher. 

Table 5 summarizes the available data and relative characteristics of each performance data category: 

Performance Data 

Table 5. Available performance data on Exadata. 

AWR Cell Metrics ExaWatcher 

Characteristics 

 Widely available 

 Usually sufficient 

 Integrated with existing 

database tools 

 Provides system-level view (all 

cells) and per-cell view 

 Averaged over report interval 

(default: 1 hour) 

 Per-cell collection 

 Includes cumulative and per-

second rates (calculated every 

minute) 

 Retention: 7 days 

 For more granular data and 

longer retention, one can use 

Real Time Insight12 

 

 Per-cell collection 

 Every 5 seconds 

 Retention: 7 days 

 Charting available with 

GetExaWatcherResults.sh 

Available Data 

 Configuration Information 

 OS Statistics (iostat, etc) 

 Cell Server Statistics 

 Exadata Smart Features 

 IO Reasons 

 Top Databases 

 Exadata Smart Features, such 

as Smart Flash Cache, Smart 

Flash Log, IORM, Smart Scan 

 

 OS Statistics 

 Cellsrvstat (Exadata smart 

features) 

 

Conclusion 

Automatic Workload Repository is the most widely used performance diagnostics tool for Oracle Database. AWR 

data in Oracle databases running on Exadata includes additional Exadata statistics. The integration of Exadata 

statistics in the AWR report enables significantly better and easier analysis of database performance issues than 

what would be possible if the databases were deployed on a generic infrastructure. 

For more information, refer to Oracle Exadata System Software User’s Guide – Monitoring Exadata 

 

 

 

 

 

  

 
12 See Oracle Exadata System Software – Using Real-Time Insight 

https://docs.oracle.com/en/engineered-systems/exadata-database-machine/sagug/exadata-storage-server-monitoring.html
https://docs.oracle.com/en/engineered-systems/exadata-database-machine/dbmso/new-features-exadata-system-software-release-22.html#GUID-D7BD1559-7E36-4D25-8C04-BEDFCEEAC071
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