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Introduction

We will discuss the monitoring features of Oracle Enterprise Manager 13c with Oracle Private Cloud Appliance (PCA). Oracle
Enterprise Manager 13c, using the Virtualization Plug-in can monitor Oracle Private Cloud Appliance rack and components.
From the Oracle PCA rack view, we can monitor and manage Oracle PCA embedded Oracle VM Server. Oracle Enterprise
Manager 13c provides an incident management framework where any events are actioned based upon incident rules or
corrective actions. This paper will discuss and define an approach to monitoring Oracle PCA and provide examples of incident

rules.

Configuration of Oracle Enterprise Manager 13c to discover Oracle Private Cloud Appliance
and embedded Oracle VM Manager

There are some configuration steps required to discover Oracle PCA and embedded Oracle VM Manager by Oracle Enterprise
Manager. These steps involve configuration on both Oracle Enterprise Manager and the embedded Oracle VM Manager. The high-level
steps are as follows:

o Install the Oracle Enterprise Manager 13c agent on the Oracle PCA management nodes
e Install the Oracle Enterprise Manager VT Plug-in

e Discover Oracle PCA

e Register Oracle PCA embedded Oracle VM Manager with Oracle Enterprise Manager 13c

The following whitepaper fully covers the steps and configuration. The remainder of this whitepaper assumes you have followed the
referenced whitepaper, and have successfully discovered the Oracle PCA rack and embedded Oracle VM Manager.

Monitoring the Oracle Private Cloud Appliance Rack

Oracle Enterprise Manager is capable of managing multiple Oracle PCA’s as well as multiple Oracle VM Managers. To access
individual PCA’s via the Oracle Enterprise Manager Ul go to Targets=> Private Cloud Appliance,

OEUCRN yraomesy (
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From here, we see a list of Oracle PCA'’s discovered from Oracle Enterprise Manager. Select the Oracle PCA by clicking on the link;
this will take you to the home page for that Oracle PCA.
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This is the default view, which is Schematic. The colored Components view allows us to see the types of components. Servers are dark
blue and switches light blue. Notice red rings around some of the components; this indicates an alert, which we will discuss later. The
default view is for component hostnames; however, we can change to an IP addresses, adding temperature and exposing empty slots.
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Two further views are possible: Photo-realistic or table. Photo-realistic provides a view of the front and back of the Oracle PCA; note we
still see the red rings around components that have incidents.
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Table view provides the following; note the Incidents at the top of the page as well as a linked number (18) in our case for Infiniband
Switches, which indicates critical (red circle with white cross) alerts.
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The Overview panel is common to each of the three views providing a view of all Incidents and on the right hand side of the panel a link
to the Oracle PCA embedded Oracle VM Manager.

Returning to the default Schematic view and the components with an alert. If we click on the component with a red ring we see high-
level information regarding the component as well as a numbered link that when clicked will take us directly to the Oracle Enterprise
Manager Incident Manager. The Incident Manager framework allows us to assign and work on open incidents as well as searching My
Oracle Support knowledge bases and open Service Requests. Further information for the Oracle Enterprise Manager 13c Incident
Manager is here.
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The link underneath Target Details will take us to the home page of this component if clicked. In this example, this is one of the
Infiniband switch home pages.
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Notice the red rings around certain ports. This indicates that there are incidents at the port level. Similarly, if we click on a port with a red
ring we have the same view as we had for the switch with a numbered link to the Incident within Incident Manager.

Rear

2 90 L 000, A8 A8 L 880 , 80 , 00, 000 , 80 , 80 , 0

Target Details

IBPort[20]
Port

ID: IBPort[20]
Connector: 0A

Type: Sw

Peer: Data not available
Peer Port: Data not available
State: Available
Errors: 0

Throughput: 0
Incident

Critical: € 1

18-
18-
The main page for the IB switch is by default set to the hardware view. @
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Two other options are available:

1. Network Connectivity, which provides monitoring of the IB Interfaces, Data Links and Ports.
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2. Performance, which provides monitoring of I/O Throughput, Temperature and Fans
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For a view of the Fabric Topology from the Oracle Enterprise Manager Ul go to Targets=> All Targets

From the left hand menu, select Ethernet/Infiniband Fabric then Systems Infrastructure Switch

4 Servers, Storage and Network
Ethernet Switch (1)

Ethernet/InfiniBand Fabric.l‘-h(nn

Fabric Interconnect (2) 25

In our example, we have a single fabric, however there maybe multiple fabrics, therefore select the fabric you are interested in. This will
take you to the home page of the fabric with a similar view to that of the physical switch shown earlier.
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If we hover our mouse over any link or component this will show further information regarding the component or relationship within the

fabric.
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As with the physical switch view, you can display date based Performance and Problems from the Fabric home page.
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Table View
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4 Problem Findings
Start Time End Time Target Type Target Name Port Message
11612017 10:0... - Systems Infrastruct... ovcasw20r /. BPort19] Port IBPort{18] is poling for peer port. This could happen when the cable is unplugged from one of the ends or the other end port is disabled.
11612017 10:0... - Systems infrastruct... ovcasw19r1/@.. BPort19] Port IBPort[19] is poling for peer port. This could happen when the cable is unplugged from one of the ends or the other end port is disabled
MM612017 10:0... - Svstems infrastruct... ovcasw 191/ Overall power state in svstem is fauted. &3

Returning to the Oracle PCA rack home page, we can expose a tabular view of all the components within the rack via the Target
Navigation icon.
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This exposes the top tiers of the Oracle PCA.
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If we click on the > arrow this will expose the other main component areas of the Oracle PCA.

Target Navigation
View v

« [J [Private Cloud Appliance I orac

> E PCA Rack _vip.us.oracle.com
............ » [m Compute Nodes

» [Em Ethernet Switches

» [ Fabric Interconnects

» [ InfiniBand Switches

» [ Management Nodes

» [ ZFS Storage Servers

This is a useful and quick method of accessing component areas or separate components. All the component areas have home pages
similar in concept to the switch and fabric pages shown earlier. For further details on these home pages, refer here.

We can also use the View menu to expose all elements.
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This provides the following view, which in the case of the Oracle PCA compute node shows the Oracle VM Hypervisor and Oracle VM
Guests.
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Using the View menu, we can also collapse all to return to the original view. If we click on the PCA Rack link, we have a similar view to
the switch home page with useful information such as the Oracle PCA System ID.

Target Navigation
View »
4 U Private Cloud Appliance [ -ousorac

b| = PCA Rack 1-vip.us.oracle.cg
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The default view for this page in the photo-realistic view, however as with the main Oracle PCA page you can change the view to
schematic or table. Currently we do not monitor the Power Distribution Units (PDU’s); this is planned for a future release.
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As with the switch home page, the Hardware view is default with options to access Firmware, Power and Temperature. The other tabs
are on the right hand side as with the switch and other component target pages.
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ORACLE Enterprise Manager Cloud Control 13c
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Oracle Private Cloud Appliance
Total Slots: 42 Occupied Slots: 27
Sub Type: Full
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Exhaust Temperature
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Max last 7 days 31.00C
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Exhaust Temperature
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Exhaust Temperature
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The Oracle PCA Incidents panel by default shows all Incidents for all components of the Oracle PCA. Each component home page has

its own Incidents panel.

4 Incidents

View v Category Q2 Qe Az Mo

Summary

Cluster state is AKCS_STRIPPED

Oracle VI Guest SRD-CRSnode1 is down

Oracle VI Guest SRD-CRSnode is down

Oracle V4 Guest OVM_OL7U3_X86_64_12201DBRAC_PVHVI-1of2tar.gz (2) is down

Oracle VM Guest OVH_OL7U3_X86_64_12201DBRAC_PVHVI-10f2 tar.gz (2)_0 is down

Columns Hidden 14

By accessing the Category menu shown in a red ring above we can filter types of incidents.

and Fault.

4 Incidents

View v Category Q4 Qo A1 ™o
Summary

Oracle VI Guest SRD-CRSnode1 is down

Oracle VI Guest SRD-CRSnode0 is down

Oracle VM Guest OVM_OL7U3_X86_64_12201DBRAC_PVHVI-10f2 tar.gz (2) is down
Oracle VI Guest OVM_OL7U3_X86_64_12201DBRAC_PVHVI-10f2 tar.gz (2)_0 is down

Oracle VM Guest OVM_OL7U3_X86_64_12201DBRAC_PVHVI-1of2argz (2)_1 is down

Columns Hidden 14
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Inlet Temperature
Avg last 7 days
Max last 7 days

Fatal

2379°C
25.00°C

24.06°C
25.00°C

24.00°C
25.00°C

2414°C
25.00°C

@ 0 O

®

48

Critical

27
Warning

WA Enterprise ¥

Targets ¥

Wy Favortes ¥ @ History ¥ ﬁ Setup ¥

PDU Current per Phase

] e —

O\

A cowmouv

AutoRefresh  Off

Page Refreshed Nov 23, 2017 4:28:58 PM GMT 4.)

Information Not Avaiable

System Temperature
Avg last 7 days
Max last 7 days

System Temperature
Avg last 7 days
Max last 7 days

System Temperature
Avg last 7 days
Max last 7 days

System Temperature
Avg last 7 days
Max last 7 days

Target Severity
(=] A
E (]
E ]
E e
E e

Target Severity

&

E
E
E
E

36.80°C
40.75°C

36.36°C
3725°C

37.38°C
3825°C

3964°C
4050°C

Status

New
New
New
New

New

®© 0 0

®

Type

= Incident
= Incident
= Incident
: Incident

5 Incident

Escalation
Level

Type

= Incident
- Incident
- Incident
& Incident

- Incident

more.

more.

more.

more.

Time Since
Last Update

0 days 11 hours
24days 23 hours
2days 23 hours
2days 23 hours
2 days 23 hours

Updated in the last 31

Time Since
Last Update

2 days 23 hours
2 days 23 hours
2 days 23 hours
2 days 23 hours
2 days 23 hours

Updated in the last 31
days

[

=
2

[~

"

v

Interesting areas are Availability, Capacity

~
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4 Incidents o)

Vieww  Category Copacty |v| @0 @10 Ao Mo

Escalation Time Since
Summary Target Severity  Status Tevdl Type Last Update
Oracle VI Server's used space for /O 31b61599 is 87.6083984375%, crossed warning (70) or critical (80) threshold. ' [x] New ~ Incident 7 days 19 hours
Oracle VI Server's used space for /O' is 94.3671875%, crossed warning (70) or criical (80) threshold & [x] New - Incident 7 days 19 hours
Oracle VI Server's used space for /O' fis 94.3671875%, crossed warning (70) or critcal (80) threshold. ' [x] New - Incident 7 days 19 hours
Oracle VI Server's used space for /O fis 94.3671875%, crossed warning (70) or critcal (80) threshold. ' [x] New < Incident 7 days 19 hours
Oracle VM Server's used space for /O' 6599 is 87.6083984375%, crossed warning (70) or critical (80) threshold. & Q New - Incident 7 days 19 hours
e e Updated in the last 31
days
4 Incidents £l
View v | Category Fautt vl @01 A2 ™o
. Escalation Time Since
Summai Target Sevet Status T
i g ey Level ype Last Update
Faut found in PSU 01 @ 2016-5-10 13:07:21. Description: A sensor indicates that the power supply '1320FI401D/PSU 01'is not operating properly due to some external condition Check to see if the power cord is. @ [x] New - Incident 7 days 12 hours.
Component fault or error in /SYS. FaulUUID of 39893ee4-cfoB-4ccf-c712-61f35b6abe78 with certainty of 100. 7] New - Incident 7 days 23 hours.
Component fault or error in /SYS. FaultUUID of 13cecBaf-4012-c077-a4c1-93dbSe3666b1 with certainty of 100. B A New - Incident 7 days 23 hours.

Updated in the last 31
days

Columns Hidden 14

The release of Oracle Enterprise Manager 13.3 provides enhanced monitoring for the Oracle Fabric Interconnect switches within the
Oracle PCA.

These new monitoring features are:
e  Cumulative fabric performance
e Managed devices
e Discovered PCA compute nodes
e Configured 10 templates
e Network and storage clouds

e Alarms tracked by the Oracle Fabric Manager

To view this enhanced information select the Fabric Interconnect Target from the All Targets Menu or click on the Fabric Interconnects
on the PCA target Navigation tree.
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- L} =
ORACLE’ Enterprise Manager Cloud Control 13¢ mav X * o @ 2 'm' > O\ ‘ StoMAiy:
1l 1 ovcasw15r1 © E I -
| =
t: 9 Fabric Interconnect w Page Refreshed Mar 29, 2018 1:49:34 AM GMT 0
| -
] | 4 Summary fol 4 Devices fo I
| Status f Up Hostname IP address Model Software Version State
Fabric Manager Version 4.3.1_OFM ovcaswi5r1  192168.4.204  VP780-CH-QDR  Build 3.9.0-XGOS - (root) Tue Dec...
HA Mode active
4 10 Templates o)
4 Servers o3 Name Description vHBAs vNICs
No data to displa:
Name Host 0S 10 Profile \ypAs  iiICs i
| Name
ovcamn06r1 Linuxd.1.12-112.14.15.el6uek... ovcamn06r 4 4 4 storage Clouds £
! ovcacn09r1 Linux/4.1.12-103.9.6.el6uek x8... ovcacn09r1 4 4
| Name Ports
ovcacni2r1 Linux/4.1.12-103.9.6.el6uek x8... ovcacni2ri 4 4
Cloud_A 2
ovcacn08r1 Linux/4.1.12-103.9.6.el6uek x8... ovcacn08r1 4 4 =
discovered-storage-cloud 8
ovcacn11r1 Linux/4.1.12-103.9.6.el6uek x8... ovcacn1ir1 - 4
f Cloud_C 2
ovcacn07r1 Linux/4.1.12-112.14.15.el6uek.... oveacn07r1 4 4
Cloud_D 2
ovcamn05r1 Linux/4.1.12-112.14.15.el6uek... ovcamn05r1 4 4
Cloud_B 2
ovcacn10r1 Linux/4.1.12-103.9.6.el6uek x8... ovcacn10r1 4 4
4 Cumulative Performance fol
4 Network Clouds o
18
Name Lags Ports 15 5
o
discovered-network-cloud 0 32 § 12
o
vm_public_vian 0 4 i/
g 6
vm_private 0 0 @
= 3
mgmt_public_eth 0 4
0
12:51 AM 12:59 01:07 01:15 01:23 01:31 01:39 01:47
mgmt_pvi g g March 29 2018
[ « >
| A Incidents .& Il VNIC Total (MB/s) vHBA Total (MB/s)
1| Table View
Incidents
| Updatedinlast7days ()
Breakdown of incidents updated in the last 7 days
Category =] (%) VAN =
Availability - - -
Performance - - -
Security - - -
Others - = = - |
Problems
Total Open () L4

The following regions are available:
Summary

The summary section of the Fabric Interconnect home page lists the current Oracle Fabric Manager's status and version, and the high
availability mode. Oracle Fabric Manager supports high availability mode, in which multiple Fabric Manager servers are associated with
each other to provide a system of Fabric Manager servers that operate in active or passive roles.

Cumulative Performance

When vNICs and vHBAs are configured and deployed on the PCA compute nodes it can be seen in the graph of the network and
storage total throughput.
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Devices

Information about the Oracle Fabric Interconnect chassis and the Oracle Software Defined Networking (SDN) that are managed through
the Oracle Fabric Manager is displayed in the Fabric Interconnect home page. The Devices table displays the host name of each
managed device, the device IP address, the software version currently installed on each managed device, the current state of the
managed device and the model of the device.

Servers

Oracle Fabric Manager discovers servers that are connected through the devices and have Oracle Virtual Networking Drivers installed.
This table lists the host name of each PCA compute node that Oracle Fabric Manager has discovered, the operating system currently in
use, the name of the I/0O profile and the total number of vNICs and vHBAs that are configured.

1/0 Templates

When I/O templates are configured, they are listed in the Fabric Interconnect home page regardless of whether they are deployed to a
host server or not. This table lists the name of each configured I/0O template, the total number of vNICs and vHBAs configured in each
1/0 template, and the description that was applied to the /O template. For PCA we currently do not use I/O templates, however added
for completeness.

Network Clouds

Information about the Private Virtual Interconnect (PVI) clouds is displayed. This table lists the name of each configured cloud, the
number of Ethernet ports, and link aggregation groups (LAGs) in the cloud. Currently PCA does not support LAG’s. However added for
completeness.

Storage Clouds

Information about the configured storage clouds is displayed. This table lists the name of each configured cloud, and the number of
Fibre Channel ports in the storage cloud.

Alarms
The Oracle Fabric Interconnect target monitors system events and network management alarms tracked by the Oracle Fabric Manager.

The alarms shown in the Fabric Interconnect home page are of one of the following severities:

e  Critical
e  Major
e Minor

e Warning

To view critical, major, minor, and warning alarms go to the Oracle Fabric Interconnect's All Metrics page, and select the Alarms metric.
Critical alarms are displayed in the Incidents and Problems section of the Fabric Interconnect home page. Major, warning and minor
alarms can also appear on the Incidents and Problems section, if the user activates a rule for this purpose (see the next section).
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ORACLE’ Enterprise Manager Cloud Control 13¢ W Enterprise v Tagetsv ey Ov v O M seenvy o
4+ ovcaswi15r1 © E — -
=1

L= (@) Favricinterconnect v Page Refreshed Mar 29, 2018 12:42:51 AM GMT 0

oveasw 1501 [ NN - - A1 vetrics
All Metrics

| Search Q Alarms
Description : Fabric Interconnect Alarms

View v = Collection Schedule Every 5 Minutes ¢

4 oveasw15r1 [ Upload Interval Every Collection

;SN AR o

» LastUpload  Mar 29, 2018 12:31:08 All GMT
b:jBkvices) DN Chassis Name  Description Detailed Severity
I b 10 Templates
»  system-ovcaswi5r1faultprocess:restarted:pm-Process:alarm-system... ovcasw15r1 The process ha... num-restartsis 1; 4
* b Network Clouds
P Response b system-ovcasw15r1:faultiOPortfailed:equipment-lOPort:alarm-system... ovcasw15r1 link lost admin-stateis ... 4
b Servers “
b system-ovcasw15r1:faultiOPortfailed:equipment-lOPort:alarm-system ovcasw15r1 link lost admin-state is 4
b Stats
b Storage Cloud b system-ovcasw15r1:faultiOPortfailed: i |OPort: -system... ovcasw15r1 link lost admin-stateis ... 4
» Summary 2 I
b system-ovcasw15r1:faultiOPortfailed:equipment-IOPort:alarm-system... ovcasw15r1 link lost admin-state is . 4
(7 Data shown in above table is collected in real time.
« . »
— - - ——

Configuring Incident Rules for Oracle Private Cloud Appliance

Incident Rules overview

You can take action on events or incidents; an example of an event could be a metric within a target exceeding a set threshold. An
incident is useful as it can address complex situations where a number of events that are related may indicate a higher-level issue.

To access the Incident Rules framework from the Oracle Enterprise Manager Ul, navigate to Setup > Incidents > Incident Rules.
There are some system-defined rules, which have a padlock beside them indicating they are fixed.

ORACLE Enterprise Manager Cloud Control 13¢ B Enterprise ¥ Targetsy iy Favortes v @ History ¥ Q sepvy O, M cLoupaou v

Incident Rules - All Enterprise Rules Page Refreshed Nov 24, 2017 5:35:10 AM MST 4.)
A rule set is a collection of rules that applies to a common set of objects, for example, targets, jobs, and templates. A rule contains a set of automated actions to be taken on specific events, incidents or problems. For example, individual rules can respond to incoming or updated events, incidents, or problems, and then take actions such as
sending e-mails, creating incidents, updating incidents, and creating tickets. Rule sets and rules are evaluated and applied in the order specified. You can change the order using the Reorder Rule Sets action.

Actions v View v ] Create Rule Set... Edit. Delete Email v | & Import.. Export . Simulate Rules ¥ Reorder Rule Sets... Search Q
Name Description Orger  EnterRIseRUE. oyper Enavles B! Last Updated On e
» Incident management rule set for allargets ) Rule setto create and manage incidents for al targets 1 v SystemGenerat... Yes  No Oct 10, 2016 4:35:21 AM .
» Event Management Rule set for Self Update &, Rule set to manage Self Update events. 2 v System Generat... Yes No Oct 10, 2016 4:35:22 AM ..
» OVM_Servpool_Repo_file_system 3 v OVMPK Yes No Nov 14,2017 1:51:26 AM. CLOUDADM
» PCA Agent 4 v CLOUDADH Yes Mo Oct 19, 2017 3:50:35 Al .. CLOUDADM
» PCA_Rack_Warnings 5 v CLOUDADM Yes No Nov 14, 2017 1:54:30 AM. CLOUDADM
» PCA_Compute_Node_Down 6 v CLOUDADH Yes  Atlea.. Nov24,2017516:09AM... CLOUDADM
» PCA_OVMM_MySQL 7 v CLOUDADH Yes  Atlea.. Nov2é,20171:29:05AM... CLOUDADM
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The following actions are available from an Incident Rule:

e Send an email (the email server must be enabled within Oracle Enterprise Manager and email addressed defined for
Administrators)

e Page someone

e Send an SNMP V1 or V3 trap (these SNMP targets need to be configured within Oracle Enterprise Manager)
e  Runan OS command

e RunaPL/SQL procedure

e Create an incident

e Send the information to an external connector (these connectors must be available and configured within Oracle Enterprise
Manager)

The first system generated rule (Incident management rule set for all targets) sets a series of rules, one of which creates an incident for
any critical or fatal events.

Incident Rule for Warnings

In the previous section, we discussed that by default all critical and fatal events create an incident. Warnings by default do not create an
incident. We can address this by creating an Incident Rule similar to the system provided one for critical and fatal events. One point to
bear in mind is that this may generate many incidents within your Incident view. However, Warnings may be useful as a sign that things
are starting to become urgent and may escalate causing a critical or fatal incident. The Incident Rule framework is very flexible and if
you do not want to see Warnings in the Oracle PCA Incident panel, you can set a rule to email an Admin, run a script, send an SNMP
trap or forward to a connector to another management system. The following example shows an Incident rule, which creates an incident
when any Oracle PCA component creates a warning.

ORACLE Enterprise Manager Cloud Control 13c Bacnenisey @moesy  fprovortesy (Dnsoyy fhsewpr O M coosou v

Incident Rules - All Enterprise Rules Page Refreshed Nov 24, 2017 6:07:22 AM MST %)
A rule set s a collection of rules that applies to a common set of objects, for example, targets, jobs, and templates. A rule contains a set of automated actions to be taken on specific events, incidents or problems. For example, individual rules can respond to incoming or updated events, incidents, or problems, and then take actions such as
sending e-mails, creating incidents, updating incidents, and creating tickets. Rule sets and rules are evaluated and applied in the order specified. You can change the order using the Reorder Rule Sets action

Actions v View v ‘#l Create Rule Set... oo View X Delete.. E-mail v 4, Import.. 1, Export... . Simulate Rules ¥ Reorder Rule Sets... Search o, "
Name Description Order E"""";‘:f Rule owner Enables ;’g“" Last Updated On ;" Uniated

» Incident management rule set for alltargets Rule setto create and manage incidents for alltargets 1 v SystemGenerat.. Yes  No 0Oct 10, 2016 4:35:21 AM

» Event Management Rule set for Self Update/  Rule setto manage Self Update events. 2 v SystemGenerat... Yes  No Oct 10, 2016 4:35:22 Al

» OVM_Servpool_Repo_file_system 3 v OVIPH Yes  No Nov 14,2017 1:51:26 AM...  CLOUDADM

» PCA Agent 4 v CLOUDADH Yes  No Oct19, 2017 3:50:35 AW .. CLOUDADM

4 PCA_Rack_Warnings 5 v CLOUDADM Yes Mo Nov 14, 2017 1:54:30 AM...  CLOUDADM
5.001 Yes  No Nov 14, 2017 1:54:27 AM...  CLOUDADM

» PCA_Compute_Node_Down 6 v cLOUDADH Yes  Atlea.. Nov2é,20175:16:09 AM... CLOUDADM

» PCA_OVMM_HySQL & v CLOUDADM Yes  Atlea.. Nov24,20171:29.05AM... CLOUDADM

We highlight the rule and then click edit.
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ORACLE’ Enterprise Manager Cloud Control 13c CLOUDADH v

Incident Rules - All Enterprise Rules
Edit Rule Set Save  Cancel ~

A rule setis a collection of rules that applies to a common set of objects, for example, targets, jobs, and templates. A rule contains a set of automated actions to be taken on specific events, incidents or problems. For example, individual rules can respond to incoming or updated events, incidents, or problems, and then take actions such
as sending e-mails, creating incidents, updating incidents, and creating tickets

*MName PCA_Rack_Warnings @ Enabled @ 4 Steps to define a Rule set

How is this Provide Name, Description and Type
Descrigtion Oemar: CLOUDADH s Enterprise rule sets represent business processes to manage events, incidents and problems. It allows all actions including create and update of
incidents. Personal notification rule set is for rules to send e-mails to current user only.
Type Enterprise
Choose source - e.g., Targets, Jobs
Choose set of targets for the events, incidents or problems which would match the rules in the rule set. You can choose sources other than
targets as well-e.g., Jobs.
Applies To Targets Add Rules
‘Add rules to define specific conditions to match events, incidents or problems. Rules also identify the actions to be taken when the conditions
match - e.g., e-mail, create incident.

4 Targets

Select targets to which this rule set applies. You can exclude specific targets from the scope - for example, all database targets except MyDevDB".

O Aitargets @

O Altargets of types

@® Specific targets O N

Add  Groups |v| == Add Rem
Name Type
PCA_OVM_Server_Pools Group
PCA Group
4 Excluded targets @
4 Add Remove
Name Type

No target selected

Refer to the table below for detailed explanations about each of the fields indicated by the callouts in the screen shot of the top of the
edit Rule Set page.

EXPLANATION OF NUMBERED ITEMS

Item Description

1 Give the Rule Set a unique and meaningful name

2 Enabled is yes

3 The rule can apply to all targets, types of targets or in our case specific targets

4 In our example, we have two Groups. Groups are a concept within Enterprise Manager where targets of similar or identical
types can be grouped together for group-based management and monitoring. For further information on Groups refer here

5 Here we can exclude any targets from the Rule Set. This may be useful if you have large numbers of targets within a group

4 Rules

A rule contains a set of automated actions to be taken on specific events, incidents or problems. For example, individual rules can respond to incoming or updated events, incidents, or problems, and then take actions such as sending e-mails, creating incidents, updating incidents, and creating tickets. You can enable or disable a rule
using the actions menu. Rules are evaluated and applied in the order specified. You can change the order using the Reorder Rule action. Any changes made to the rules are not saved untilthe ‘Save’ button is clicked.

Actions v View vl Create... Edit Remove

Name Description Applies To Action Summary Enabled Last Updated On

PCA Warning @ @ All Metric Alert events that match the folowing conditions: @ « Create incident @ Yes @ Nov 14, 2017 1:54:27 AMMST  CLOUDADM Events
« Severty s Warning ® Q)

Last Updated
By Type

Refer to the table below for detailed explanations about each of the fields indicated by the callouts in the screen shot of the bottom of
the edit Rule Set page. Here we see a single rule; however, there could be multiple rules within a single Rule Set.
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EXPLANATION OF NUMBERED ITEMS

Iltem Description

1 Give the Rule a unique and meaningful name. By default when created rules are given numbers.
2 Any meaningful description is helpful

3 This Rule applies if the severity received is Warning

4 This is the action which in our case is to create an incident

5 States this rule is enabled

6 When the rule was last updated

7 Which user last updated the rule

8 What type of rule this is, in our case it is an event

Once we have completed any edits we should click the Save button to exit.

Incident Rule for Oracle VM Server and ovs-agent down

Itis particularly useful to know when an Oracle VM Server is down. When this happens an availability incident appears in the Oracle
PCA Incident panel. The same happens when an Oracle VM Server may be up but for some reason the ovs-agent service is not
running. The following example shows an Incident rule, which sends an email when a server down and up event happens.

ORACLE Enterprise Manager Cloud Control 13c Baccterpisey @ mroesy  fpravortesy (Drisoyv Fhsewpy O M clowvson v

Incident Rules - All Enterprise Rules Page Refreshed Nov 24, 2017 7:31:48 AM MST 4)
A rule set is a collection of rules that applies to a common set of objects, for example, targets, jobs, and templates. A rule contains a set of automated actions to be taken on specific events, incidents or problems. For example, individual rules can respond to incoming or updated events, incidents, or problems, and then take actions such as
sending e-mails, creating incidents, updating incidents, and creating tickets. Rule sets and rules are evaluated and applied in the order specified. You can change the order using the Reorder Rule Sets action.

Actions v View v fl CreateRule Set.. o View Edi X Delete.. E-mail v 4 Import.. 1, Export.. = Simulate Rules ¥ Reorder Rule Sets... Search o n
Name Description orger  ENterRrSCRUE. oyper Enavies "% Last Updated On et
» incident management rule set for alltargets i) Rule set to create and manage incidents for alltargets 1 v SystemGenerat.. Yes  No Oct 10, 2016 4:35:21 Al
» Event Management Rule set for Self Update 2 Rule set to manage Self Update events. 2 v SystemGenerat . Yes  No 0Oct 10,2016 4:35:22 Al ...
» OVM_Servpool_Repo_fie_system 3 v ovIPH Yes  No Nov 14,2017 1:51:26 AM...  CLOUDADM
» PCA Agent 4 v CLOUDADH Yes Mo Oct19, 2017 3:50:35 AW .. CLOUDADH
» PCA_Rack_Warnings 5 v CLOUDADM Yes Mo Nov 14,2017 1:54:30 AM...  CLOUDADH
4 PCA_Compute_Node_Down 6 v CLOUDADH Yes  Atlea.. Nov24,20175:16:09 AM... CLOUDADM
6001 Yes Vs Oct 12,2017 1207:37 P...  CLOUDADM
» PCA_OVMM_MySQL 7 v CLOUDADM Yes  Atlea.. Nov24,20171:29:05AN... CLOUDADH
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We highlight the rule and then click edit.

4 Targets

Select targets to which this rule set applies. You can exclude specific targets from the scope - for example, all database targets except MyDevDB"

O Aitargets

O Alltargets of types

@ Specific targets @

Add  Groups |v| == Add
Name Type
Sales_Accounts_OVS Group
4 Excluded targets
+ Add
Name Type

No target selected

4 Rules

A rule contains a set of automated actions to be taken on specific events, incidents or problems. For example, individual rules can respond to incoming or updated events, incidents, or problems, and then take actions such as sending e-mails, creating incidents, updating incidents, and creating tickets. You can enable or disable a rule
using the actions menu. Rules are evaluated and applied in the order specified. You can change the order using the Reorder Rule action. Any changes made to the rules are not saved until the ‘Save’ button is clicked

Actions w View v Create...
Name Description Applies To Action Summary Enabled Last Updated On e
OVM Server Down @ Specific Target Availability events. @ « Email CLOUDADM @ Yes Oct 12, 2017 12:07:37 PM MDT CLOUDADM Events

Refer to the table below for detailed explanations about each of the fields indicated by the callouts in the screen shot of the bottom of
the edit Rule Set page.

EXPLANATION OF NUMBERED ITEMS

Item Description

1 Our example uses specific targets, which in our case is a Group. This group is Oracle VM Servers within the Sales and Accounts
private clouds

2 Rules name
3 This Rule applies to the targets availability status
4 This is the action which in our case is to email the Cloudadm user

An example of the email alert for down:

Host=my_pca_management_vip.oracle.com

Target type=Oracle VM Server

Target name=ovcacnl12rl

Categories=Availability

Message=Oracle VM Server ovcacnl2rl is down
Severity=Fatal

Event reported time=Nov 24, 2017 8:33:46 AM GMT
Operating System=Linux

Platform=x86_64

Associated Incident 1d=21656

Associated Incident Status=New

Associated Incident Owner=

Associated Incident Acknowledged By Owner=No

Associated Incident Priority=None

Associated Incident Escalation Level=0

Event Type=Target Availability

Event name=Status

Availability status=Down

Root Cause Analysis Status=Neither Cause Nor Symptom
Causal analysis result=Neither a cause nor a symptom

Rule Name=PCA_Compute_Node_Down,OVM Server Down
Rule Owner=CLOUDADM ORACLE
Update Details:

Oracle VM Server ovcacn12rl is down
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https://ovmlabem02.us.oracle.com:7802/em/redirect?pageType=TARGET_HOMEPAGE&targetName=ovcacn12r1&targetType=oracle_vm_server
https://ovmlabem02.us.oracle.com:7802/em/redirect?pageType=sdk-core-event-console-detailEvent&issueID=5E824044F1A61674E053399A500A4331
https://ovmlabem02.us.oracle.com:7802/em/redirect?pageType=sdk-core-event-console-detailIncident&issueID=5EB769AB7A6F2284E053399A500A349A
https://ovmlabem02.us.oracle.com:7802/em/redirect?pageType=sdk-core-avail-status-overview&timePeriod=byDay&target=ovcacn12r1&type=oracle_vm_server

Incident created by rule (Name = Incident management rule set for all targets, Incident creation rule for a Target Down availability
status [System generated rule]).

An example of the email alert when a server returns to service:

Host=my_pca_management_vip.oracle.com
Target type=Oracle VM Server

Target name=ovcacnl12rl
Categories=Availability

Message=Oracle VM Server ovcacn12rl is up
Severity=Clear

Event reported time=Nov 24, 2017 8:53:46 AM GMT
Operating System=Linux

Platform=x86_64

Associated Incident 1d=21656

Associated Incident Status=Closed

Associated Incident Owner=

Associated Incident Acknowledged By Owner=No
Associated Incident Priority=None

Associated Incident Escalation Level=0

Event Type=Target Availability

Event name=Status

Availability status=Up

Rule Name=PCA_Compute_Node_Down,OVM Server Down
Rule Owner=CLOUDADM

Update Details:

Oracle VM Server ovcacnl12rl is up

Incident Rule for Oracle PCA Management Node Enterprise Manager Agent

The Enterprise Manager Agent on the Oracle PCA Management node runs in a shared location to enable service to continue in the
event of a management node failover. There is a Virtual IP address, which the Enterprise Manager Agent uses to enable failover. In
order to monitor the health of this key Agent we create an Incident Rule to email the Cloudadm user when the Agent is both
unreachable and when it becomes reachable. This approach is similar in approach to the previous example for Oracle VM Server
monitoring.

Although we cannot explicitly monitor each Oracle PCA Management node, we can use the health of the Enterprise Manager Agent on
the management node as an indicator. For example, using this rule, if we receive an email stating the Agent is down and then we
receive a second email stating the Agent is up this could indicate a management node failover has occurred. In this event, the
Cloudadm should investigate the health of the passive management node. If we receive an email stating the Agent is down and receive
no Agent up email then the Cloudadm should investigate the health of both management nodes.

Incident Rule to forward critical incidents via SNMP or Management Connector

Many customers have multiple monitoring systems and wish to send alerts from Oracle Enterprise Manager to external monitoring
systems. For high level monitoring sending critical incidents is essential. The following example shows the creation of an Incident rule,
which sends an alert via SNMP and a Management Connector when a critical event happens. The SNMP configuration is a separate
task and will be dependent on the requirements of the external SNMP receiver. Refer here for how Oracle Enterprise Manager supports
SNMP. Similarly, the installation and configuration of the Management Connector is a separate task and based upon the appropriate
Management Connector being available. Refer here for further details on supported Management Connectors.
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https://ovmlabem02.us.oracle.com:7802/em/redirect?pageType=TARGET_HOMEPAGE&targetName=ovcacn12r1&targetType=oracle_vm_server
https://ovmlabem02.us.oracle.com:7802/em/redirect?pageType=sdk-core-event-console-detailEvent&issueID=5E824044F1A61674E053399A500A4331
https://ovmlabem02.us.oracle.com:7802/em/redirect?pageType=sdk-core-event-console-detailIncident&issueID=5EB769AB7A6F2284E053399A500A349A
https://ovmlabem02.us.oracle.com:7802/em/redirect?pageType=sdk-core-avail-status-overview&timePeriod=byDay&target=ovcacn12r1&type=oracle_vm_server
https://docs.oracle.com/cd/E73210_01/EMADM/GUID-197D3DDD-99D2-468A-910A-22CF606A0FDA.htm#EMADM12350
https://docs.oracle.com/cd/E73210_01/nav/connectors.htm

From the Oracle Enterprise Manager Ul, navigate to Setup > Incidents > Incident Rules and click on Create Rule Set.

ORACLE" Enterprise Manager Cloud Control 13

Incident Rules - All Enterprise Rules Page Refreshed Nov 24, 2017 8:08:47 AM MST 4.)

A rule set s a collection of rules that applies to a common set of objects, for example, targets, jobs, and templates. A rule contains & set of automated actions to be taken on specific events, incidents or problems. For example, individual rules can respond to incoming or updated events, incidents, or problems, and then take actions such as.
sending e-mails, creating incidents, updating incidents, and creating tickets. Rule sets and rules are evaluated and applied in the order specified. You can change the order using the Reorder Rule Sets action.

nterprise ¥ Torgetsv iy Favortes v @ History ¥ -ﬂv swpv O, M clouaomv -

Actions v View v Edit. I v & Import.. . Simulate Rules % Reorder Rule Sets... Search Q
Name Description Order  EnterpriseRule oo Enable M1 | ast updated On Lestipceod
Set Me By

» Incident management rule set for alltargets?  Rule setto create and manage incidents for al targets 1 v SystemGenerat... Yes  No 0ct 10, 2016 4:35:21 AM

» Event Management Rule set for Self Update S, Rule set to manage Self Update events. 2 v SystemGenerat... Yes Mo Oct 10, 2016 4:35:22 AM .

» OVM_Servpool_Repo_file_system 3 v OVMPM Yes No Nov 14, 2017 1:51:26 AM. CLOUDADM

» PCA Agent 4 v CLOUDADH Yes Mo Oct 19, 2017 350:35 Al .. CLOUDADM

» PCA_Rack_Warnings 5 v CLOUDADH Yes Mo Nov 14,2017 1:54:30 AM... CLOUDADM

» PCA_Compute_Node_Down 6 v CLOUDADM Yes Atlea... Nov 24,2017 5:16:09 AM. CLOUDADM

» PCA_OVMM_MySaL 7 v CLOUDADM Yes At lea. Nov 24, 2017 1:29:05 AM. CLOUDADM
ORACLE’ Enterprise Manager Cloud Control 13c CLOUDADM ¥
Incident Rules - All Enterprise Rules
Create Rule Set Save  Cancel *

A rule setis a collection of rules that applies to a common set of objects, for example, targets, jobs, and templates. A rule contains a set of automated actions to be taken on specific events, incidents or problems. For example, individual rules can respond to incoming or updated events, incidents, or problems, and then take actions such
as sending e-mails, creating incidents, updating incidents, and creating tickets.

*Name  Send_Critical_to_SNMP_Connector @ Enabled 4 Steps to define a Rule set
How is this Provide Name, Description and Type
Deacidie) Rulsset kv sefid Orscis PG slscts Via SUNEnd s Mssasment Donnectiy: @ Qemer {CLOUDADW, L0 Enterprise rule sefs represent business processes to manage events, incidents and problems. t allows all actions including create and update
of incidents. Personal notfication rule set is for rules to send e-mails to current user only.
Type @ Enterprise
Choose source - e.g., Targets, Jobs
O Personal Notfication Choose set of targets for the events, incidents or problems which would match the ules i the rule set. You can choose sources other than

targets as well-¢.g., Jobs.
Applies To  Targets o @ Add Rules

/Add rules to define specific conditions to match events, incidents or problems. Rules also identify the actions to be taken when the conditions
[N match - e.g., e-mai, create incident

4 Targets

Select targets to which this rule set apples. You can exclude specific targets from the scope - for example, all database targets except MyDevDB

O Altargets

O Alltargets of types
@ Specific targets @

Add  Groups |v| == Add

Name Type
PCA Group

4 Excluded targets
4 Add Remove

Name Type
No target selected

Refer to the table below for detailed explanations about each of the fields indicated by the callouts in the screen shot of the top of the
Create Rule Set page.
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EXPLANATION OF NUMBERED ITEMS

Iltem Description

1 Give the Rule Set a unique and meaningful name..

2 Any meaningful description is helpful

3 This Rule Set applies to Targets, other choices are Job, Metric Extensions or Self Update

4 | have selected Specific Targets and used a Group | created with target type of Oracle PCA. We need to take this approach
rather than specify the Oracle PCA target.

We now need to scroll down the page until we reach the Rules panel, which for a new Rule set should be empty.

4 Rules

A rule contains a set of automated actions to be taken on specific events, incidents or problems. For example, individual rules can respond to incoming or updated events, incidents, or problems, and then take actions such as sending e-mails, creating incidents, updating incidents, and creating tickets. You can enable or disable a rule
using the actions menu. Rules are evaluated and applied in the order specified. You can change the order using the Reorder Rule action. Any changes made to the rules are not saved untilthe ‘Save’ button is clicked.

Name Description Applies To Action Summary Enabled Last Updated On 'é:s' Updated

Type

No data found

We click Create to create our Rule. We want Incoming and updates to events so take the default for the Rule Type and click Continue.
Select Type of Rule to Create X

A rule applies to incoming events, incidents or problems. Accordingly, the
selection mechanism and available set of actions varies in rule definition.
Choose the type which best matches your requirement.

What will the rule apply to?

@ Incoming events and updates to events

Applies to incoming events and updates to events (for example,
corrective action failed for a metric alert). The rule can be used to
create incidents, send e-mails or pages, or clear the event if
possible.

(O Newly created incidents or updates to incidents

Applies to new incidents or updates to incidents (for example, an
incident is escalated to level 2). The rule can take actions like send
e-mails, assign an owner, and set a priority.

O Newly created problems or updates to problems

Applies to new problems or updates to problems (for example, a
problem is escalated to level 2). The rule can take actions like send
e-mails, assign an owner, and set a priority.

Con]'{ue Cancel

The Create Rule Set wizard runs starting with Stepl of 4.
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ORACLE' Enterprise Manager Cloud Control 13¢ CLOUDADM v

Create Rule Set - Send_Critical_to_SNMP_Connector

@
Select Events Add Actions
Create New Rule: Select Events Back Step1of4 nw Cancel
Tyde *  Metric Alert v 0

@ Allevents of type Metric Alert

O specific events of type Metric Alert

4 Advanced Selection Options

(A severty i [v| criical Ciear v

[ Target type

[ Target Lifecycle Status

[ category

[ Associated with incident

[ Associated incident acknowledged
[ Event name

[ Total occurrence count

[ iagnostic incident

[0 causal analysis update

[0 comment added

[ corrective action completed

We need all events of type Metric Alert and need to expand the Advanced Selection Option arrow. Once these fields are expanded
click Severity, then in the far right drop down menu click Critical and Clear. By selecting both means we will send SNMP and to the
Management Connector for both a Critical and Clear event.

Click Next to continue.

At Step 2 of 4 (Add Actions) we need to click + Add. This will define what actions run when an event matches this rule.

ORACLE" Enterprise Manager Cloud Control 13c CLOUDADH v
Add Actions
Add Conditional Actions Continue  Cancel *

Define actions to be taken when an event matches this rule.

4 Conditions for actions
You can define the actions to apply whenever the rule matches or apply them conditionally.

@ Always execute the actions

O Only execute the actions if specified conditions match

4 Create Incident or Update Incident
If there is no incident associated with the event, you could create one and optionaly, set the incident owner and priority. If an incident exists, you could update the incident

[ Create incident (1 not associated with one) [ Update incident
4 send Notifications
Assign recipients for notifications. Recipients for the “To" list can only be added or removed in this section. Users who subscribe to this rule will be added to the "Cc” list; users who unsubscribe to this rule will be removed from the “Cc” list. You could specify multiple users separated by commas. Recipients could be Enterprise
Manager users, direct E-mail address or predefined variables.

4 Basic Notifications

E-mail To o
E-mail Cc o
Page o,

4 Advanced Notifications
The "Manage Target Event privilege is required to trigger advanced notification for targets.

= Supports
Name Description Repeat

A Simon_test ESH (SNIPv1 Trap) Simon's test ESM SNMPV1 Station

[ Myguest199 (SNIPv3 Trap)

Under Conditions for actions, we leave this at the default where we always execute the actions.
Create Incident we leave blank as the system provided rule does this.

Send Notifications we leave blank unless we want to send an email, in our case no.
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Under Advanced Notifications will be our pre-configured SNMPV1 and SNMPV3 entities. In our example, we click both.

We then scroll to the bottom of the page.

4 Repeat Notifications

Both basic and advanced notifications can be sent repeatedly. The repeat notifications will stop only when one of the folowing conditions is met: The incident is acknowledged, the incident has cleared, or the maximum number of repeat notifications has been reached. Repeat notification is not supported for corrective action job
status updates and causal analysis status updates on events.

[] Send Repeat notifications
4 Warning

Repeat notification is turned off globally. Even if you choose to get repeat notification from this rule, no repeat notification will be sent out unti the capabiity is turned on in Notification Methods page (accessible by menu Setup > Notifications > Notification Methods)

Frequency (Minutes)

Maximum Repeat Notification

4 Submit Corrective Action
Select a corrective action to be run when rule condtions are met. Only one corrective action is allowed.

Select corrective action

& corrective action will use preferred credentials of CLOUDADM (rule set owner) to execute scripts on respective targets.

4 Clear events
For most events, Enterprise Manager detects when the underlying issue is cleared and will generate a clear event. These types of events cannot be cleared using this option. However, for some events, such as metric alerts that are generated by mining a log file, itis not feasible for Enterprise Manager to detect when the underlying
issue is cleared. This type of events must be manually cleared by administrators. This action can be used to automate this behavior.

[ clear permanently

4 Forward to Event Connectors
Events can be forwarded to third party event management systems.
Available Connectors Selected Connectors
Test_Tivoli_Connector_dev(IBM Tivoli NetcoolOMNIbus Connector)

The Submit Corrective Action box would contain any pre-configured actions. Examples of these could be scripts to perform functions
and run when an event comes in.

The Forward to Event Connectors box would contain any pre-configured Connectors.

To activate these, click on the Available Connector and then use the arrow keys to move them to the right under Selected
Connectors. Once all is select click Continue then Next at Step 2 of 4.

ORACLE’ Enterprise Manager Cloud Control 13¢ CLOUDADH ¥

Create Rule Set - Send_Critical_to_SNMP_Connector
©) O (23

Select Events Add Actions Specify Name and Review
Description

Create New Rule: Specify Name and Description Back Step3of 4@ Cancel

Enter 1 or more
characters.

Description

We have an opportunity at Step 3 of 4 to change the system created rule name to something meaningful. The system will provide a rule
such as “rule XX”; in our example, we change it to be meaningful to the rule. Click Next to continue.
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ORACLE’ Enterprise Manager Cloud Control 13c CLOUDADH v

Create Rule Set - Send_Critical_to_SNMP_Connector

(o] o) (0] L)
Select Events Add Actions Specify Name and Review
Description

Create New Rule: Review Back Step4of4 lext Cancel

Please review your selections here, click “Back” if you need to modify the selections.

4 Selected Events
All Metric Alert events that match the following conditions:

« Severty In (Clear:Critical) Q
4 Actions

Order Condition Summary Action Summary

1 No additional condtion specified

« Cal Simon_test ESH
« Call Myguest199
« Forward to event connector Test_Tivoli_Connector_dev

4 Name and Description

Hame SNMP_Connector

Description

At the Review page, click Continue, then Save to complete the Rule Set. The new Rule set will now appear in the main Rule Set page.

» Send_Critical_to_SNMP_Connector Rule set to send Oracle PCA alerts via SNMP and a Management Connector 8 v CLOUDADM Yes  MNo Nov 27,2017 10:19:17 A...  CLOUDADM

Conclusion

This paper describes how to monitor an Oracle PCA including all the key components and discusses how to use Oracle Enterprise
Manager Incident Rules. For further information on Oracle Enterprise Manager 13.3 refer here, and for further information on the Oracle
Private Cloud Appliance 2.3 refer here.
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https://docs.oracle.com/cd/cloud-control-13.3/index.htm
http://www.oracle.com/technetwork/server-storage/private-cloud-appliance/documentation/index.html
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