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AHF

Run automatically and monitor the diffs.

In Virtualized Exadata, autoruns only on domU

AUTOMATED (recommended)

Run once a month, if in Virtualized Exadata, 
run on dom0, cells and switches

ON-DEMAND

Run before and after configuration changes
CONFIGURATION

Run before and after any planned software 
and hardware maintenance

MAINTENANCE

AHF compliance use cases



Enterprise Manager

AHF compliance checks are 
integrated into the OEM Compliance 
Check Framework Dashboards and 
Compliance Standards via the 
Engineered System plug-in

AHF

AHF is integrated with other Oracle 
Health Check and compliance 
management software

Cluster Verification Utility

CVU checks are run:
• During full EXAchk runs

AutoUpgrade Utility

AutoUpgrade utility checks are run:

DBSAT

EXAchk is also integrated with DBSAT

Integration

exachk –profile preinstall

exachk –preupgrade

exachk –preupgrade

exachk –profile preinstall



If you need supportRun on-demand Limit checks

One or more of 40+
different component 
focused check 
categories

Helps you plan your 
upgrade

Helps confirm a 
successful upgrade

Limit targets

Options

ahfctl compliance -profile

-preupgrade

-postupgrade

-cells

-clusternodes

-ibswitches

-dbnames

-debug

https://docs.oracle.com/en/engineered-systems/health-diagnostics/autonomous-health-framework/ahfug/running-subsets-of-checks.html#AHFUG-GUID-02206759-2685-4924-BFC2-6D412D0C1AE3


Critical checks automatically run once a day at 2am, can be changed with:

Full checks run once a week at 3am Sunday, can be changed with:

For example, to change Critical checks to run at 8am every Monday & Thursday use:

Change AHF scheduler

ahfctl compliance –id exachk.autostart_client_exatier1 –set “AUTORUN_SCHEDULE=minute hour day month day_of_week”

ahfctl compliance –id exachk.autostart_client –set “AUTORUN_SCHEDULE=minute hour day month day_of_week”

ahfctl compliance –id exachk.autostart_client_exatier1 –set “AUTORUN_SCHEDULE=* 8 * * 1,4”



Parameter Description

-debug Enable debugging.

-all Set all smtp parameters.

-host HOST Name of the SMTP server, for example, smtphostname.

-user USER Name of the SMTP user, for example, smtpuser.

-password SMTP user password

-from FROM Sender reply email address

-to TO Recipient email address(es)

-port PORT SMTP server port

-cc CC Recipient CC email address(es)

-bcc BCC Recipient BCC email address(es)

-ssl SSL true to enable SSL and false to disable SSL (default: false)

-auth AUTH true to enable SMTP authentication and false to disable SMTP authentication (default: false)

Configure email notification

ahfctl setsmtp [options]



Store your MOS credentials securely in an encrypted wallet, ready for future upload:

Use the wallet to upload a file to your SR:

Upload to MOS (My Oracle Support)

ahfctl setupload -name mos -type https –user john.doe@acme.com
-proxy www-proxy.server.com:80 –url https://transport.oracle.com/upload/issue

Enter mos.https.password : 

ahfctl upload -name mos -id 3-1234567812
-file /opt/oracle.ahf/data/repository/auto_srdc_ORA-00600_20230421T18:58:09_myserver1.zip



Subsequent emails compare results to previous run
Easily see if something has changed
Email attachment has:

• Latest report
• Previous report
• Diff Report

Email Notification



Summary of this run vs previous
Diff Output



Differences between each run
Diff Output



ORAchk_Health_Check_Catalog.html
EXAchk_Health_Check_Catalog.html
Contains all published checks

Filterable & searchable
• Product Area / Engineered System
• Profiles
• Alert Level
• Release Check Authored
• Platforms
• Privileged User

Look up check id without running report

Health Check Catalog

https://support.oracle.com/epmos/main/downloadattachmentprocessor?parent=DOCUMENT&sourceId=1268927.2&attachid=1268927.1:HC_CATALOG
https://support.oracle.com/epmos/main/downloadattachmentprocessor?attachid=2550798.1:ORACHK_HC_CATALOG&clickstream=no
https://support.oracle.com/epmos/main/downloadattachmentprocessor?parent=DOCUMENT&sourceId=1268927.2&attachid=1268927.1:HC_CATALOG
https://support.oracle.com/epmos/main/downloadattachmentprocessor?attachid=2550798.1:EXACHK_HC_CATALOG&clickstream=no


• The JSON provides many tags to allow 
dashboard filtering based on facts such as:

• Engineered System type
• Engineered System version
• Hardware type
• Node name
• OS version
• Rack identifier
• Rack type
• Database version
• And more...

• Kibana can be used to view health check 
compliance across your data center

• Results can also be filtered based on any 
combination of exposed system attributes

JSON Output to Integrate with Kibana, Elastic Search etc

April 1st 2023, 07:28:36.000 +0000



Results are also output in JSON format in the 
upload directory of the collection

Writing JSON Results With syslog
1. JSON output results can be sent to the 

syslogd Daemon with –syslog option e.g.:

2. Message levels used of “crit”, “err”, “warn” 
and “info”

3. You can verify syslog configuration by 
running the following commands:

4. Then verify in your configured message 
location (e.g. /var/adm/messages) that 
each test message was written

JSON Result Output

–set “AUTORUN_FLAGS=-syslog”



Additional JSON output options

ahfctl switch –status -json

ahfctl statusahf -json

ahfctl upgradehistory -json

ahfctl queryupdate -json

To allow other software to easily integrate with 
AHF, JSON output options have been added to 
a number of commands



Enterprise Manager Integration

Related checks grouped into compliance 
standards

•View targets checked, violations & average score

Drill down into compliance standard to 
see individual check results

View break down by target



Configure the Privileged Credentials

1. Go to Security and click on Monitoring Credentials

2. In the new screen under Target select Cluster, and then click on Manage Monitoring Credentials

3. In the Cluster Monitoring Credentials page, select Privilege Monitoring Credentials and click on Set 
Credentials

Enterprise Manager Integration



Associate AHF Standards in Enterprise Manager

1. From the Enterprise menu, select Compliance, then select Library

2. Select the Compliance Standards tab and select the EXAchk standard

3. Select the EXAchk component target to be monitored and click Associate Targets

4. Click Add and select the targets you want to monitor. The targets will appear in the table after you close 
the selector dialog

5. Click OK to confirm that you want to save the EXAchk association

Enterprise Manager Integration



Available AHF Component Standards

Exadata Component Standard Name

AHF EXAchk Database Instance Best Practices for Oracle Engineered System

AHF EXAchk Cluster Database Best Practices for Oracle Engineered System

AHF EXAchk Oracle Home Best Practices for Oracle Engineered System

AHF EXAchk Host Best Practices for Oracle Engineered System

AHF EXAchk Cluster Best Practices for Oracle Engineered System

AHF EXAchk ASM Cluster Best Practices for Oracle Engineered System

AHF EXAchk Storage Server Best Practices for Oracle Engineered System

AHF EXAchk Infiniband Switch Best Practices for Oracle Engineered System

AHF EXAchk Automatic Storage Management Best Practices for Oracle Engineered System

AHF EXAchk High Availability Service Best Practices for Oracle Engineered System

AHF EXAchk Systems Infrastructure Switch Best Practices for Oracle Engineered System

AHF EXAchk Virtual Server Best Practices for Oracle Engineered System

AHF EXAchk Virtual Platform Best Practices for Oracle Engineered System

Enterprise Manager Integration













































Repair command

Check ID



Repair command

Check IDCheck ID

Repair command



Understand what the repair command will do with:

Understand what the repair command does

ahfctl compliance -showrepair 8300E0A2FFE48253E053D298EB0A76CC

TFA using ORAchk : /opt/oracle.ahf/orachk/orachk

Repair Command:

currentUserName=$(whoami)

if [ "$currentUserName" = "root" ]

then

repair_report=$(rpm -e stix-fonts 2>&1)

else

repair_report="$currentUserName does not have priviedges to run $CRS_HOME/bin/crsctl set resource 
use 1"

fi

echo -e "$repair_report"



Run the checks again and repair everything that fails

Run the checks again and repair only the specified checks

Run the checks again and repair all checks listed in the file

Run the repair command

ahfctl compliance -repaircheck all

ahfctl compliance -repaircheck <check_id_1>,<check_id_2>

ahfctl compliance -repaircheck <file>

ahfctl compliance –preupgrade -sanitize
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