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Operational Considerations and Troubleshooting Oracle Enterprise Manager 12c

Executive Overview

Oracle Enterprise Manager (EM) 12c has become a valuable component in monitoring and
administrating an enterprise environment. The more critical the application, servers and
services that are monitored and maintained via EM, the more critical the EM environment
becomes. Therefore, EM must be as available as the most critical target it manages. This
whitepaper will assist in defining the proper configuration, monitoring and maintenance
activities to ensure that EM stays highly available.

Introduction

There are many areas that need to be discussed when talking about managing Enterprise
Manager in a data center. Some of these are as follows:

« Recommendations for staffing roles and responsibilities for EM administration

« Understanding the components that make up an EM environment

« Backing up and monitoring EM itself

Maintaining a healthy EM system

« Patching the EM components

« Troubleshooting and diagnosing guidelines

This whitepaper will help define administrator requirements and responsibilities, and guide you
in setting up the proper monitoring and maintenance activities to keep Oracle Enterprise
Manager 12c healthy.
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Infrastructure Components

Oracle Management Service (OMS)

The Oracle Management Service performs several important tasks in an EM environment. It is the
web-based application that communicates with the Oracle Management Agents and Oracle
Management Plug-ins to discover, monitor and manage targets as well as store the information in the
Oracle Management Repository. It is also responsible for running the user interface for the Enterprise
Manager Cloud Control Console.

Systems and Services

In EM, an application can be modeled as a service that runs on a group of targets called a system. A
system is created to define the infrastructure required to host a specific application. Then, the
application can be defined as a service allowing monitoring and management of the application. Out
of the box, the EM components are combined into a system called “Management Services and
Repository”. Services have been created on this system for specific functions within EM itself as
described below.

EM Jobs Service

The EM Jobs Service is a service using the Management Services and Repository system and consists
of all components requited for the EM jobs to function propetly. The availability of the EM Jobs
System as a whole depends on the availability of each of the undetlying components defined in this

service.

EM Console Service

The EM Console Service is a service using the Management Services and Repository system and
consists of all components required for the EM Console to function properly. The availability of the
EM Console System as a whole depends on the availability of each of the underlying components
defined in this service as well as a defined “EM Console Service Test” and the “EM Management

Beacon”.

Oracle Management Agent

The Oracle Management Agent is deployed on each host to be managed by an EM environment. It is
responsible for managing and monitoring all of the targets on that host (including the host itself) and

communicating all information to the Oracle Management Service.

Oracle Management Repository

The Oracle Management Repository is used for storing all of the data received from the Oracle
Management Agents. It organizes the data so that the Oracle Management Service can retrieve it and
display it in the Enterprise Manager Cloud Control Console.

Oracle Management Plug-ins
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The core Enterprise Manager Cloud Control features for managing and monitoring the different
Oracle components are now provided via separate components called plug-ins. This allows the
flexibility of updating EM with the latest product releases for one or more component releases without
having to upgrade to a later Cloud Control release. These provide a more “pluggable” framework.

Enterprise Manager Cloud Control Console

The Enterprise Manager Cloud Control Console is the user interface that provides one central location

for monitoring and administrating an entire environment.

Below is a picture of a typical environment showing how each of the above components interact.
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EM CLI is the Enterprise Manager Command Line Interface. Not only can this interface be executed
from an operating system console, it also allows administrators to run many EM commands via scripts
and thereby allows the customers to create workflow based on their business needs. Using this
interface, you can do many things such as manage credentials, define setvice targets, templates and
setup incidents. For more information about using EM CLI refer to the Oracle Enterprise Manager
Cloud Control Documentation.

Diagnostic Tools

EMDIAG

The EMDIAG Toolkit is a set of utilities that collect data from Cloud Control OMS, Repository and
Agents to assist in troubleshooting and maintenance. EMDIAG consists of REPVFY, OMSVFY and
AGTVFY Tools. Many of the recommendations in this whitepaper will utilize the EMDIAG tools.
See EMDIAG Troubleshooting Kits Master Index [421053.1] for more information.

REPVFY

The EMDIAG REPVFY 12c kit is designed to collect data from a Cloud Control Management
Repository 12c¢ to assist in the diagnosis and correction of Cloud Control issues. For detailed
installation instructions see EMDIAG REPVFY Kit for Cloud Control 12¢ - Download, Install/De-
Install and Upgrade [ID 1426973.1]. For details on utilizing REPVFY see EMDIAG Repvty 12¢ Kit
- How to Use the Repvfy 12¢ kit [ID 1427365.1].

OMSVFY

OMSVFY is installed on each OMS server and collects data on the OMS configuration and patches.
There are also several utilities available to help in searching log files, zipping the files for transfer to
supportt, and identifying trouble areas on the OMS. See note EMDIAG Omsvfy 12¢ Kit - Download
and Install [ID 1374450.1] for detailed installation instructions.

AGTVFY

AGTVFY gets installed on the each Agent server. This is a good component to become familiar with

and use when troubleshooting agent issues. For detailed install instructions see EMDIAG Agtvfy 12¢
Kit - Download and Install [ID 1374441.1].

Best Practices Configuration

Enterprise Manager 12¢ Cloud Control is an enterprise application that manages and monitors the
infrastructure in your environment as well as the applications running on top of that infrastructure.
The system itself requires some care and feeding to ensure that it is performing properly and that the
data available is timely and accurate. One of the most common questions is who should manage EM
and how much effort will it require. This all depends on what functions you plan to leverage, how

critical the targets are, and the size of the environment.

Staffing Recommendations
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As EM is very broad application on its own therefore, the recommendation is to have at least 2 people
trained and responsible for managing EM who know the system very well and maintain its health.
Depending on the size and scope of your environment, this may be 2-4 people who spend 25-50% of
their time on EM. This ensures backup coverage during vacation or extended illnesses. Someone with
knowledge of Oracle Database and WebLogic Server is extremely helpful as these are the main
backbones of EM; however they also need to understand your entire enterprise. Integration into
authentication and ticketing systems, placement in network/firewall rules, configuration of the
Software Load Balancer, segregation between support groups and organizations are all areas where the
EM Administrator will be required to interface during initial setup and continued operations. For
further details on EM best practices, refer to the note Oracle Enterprise Manager 12¢ Configuration
Best Practices [1553342.1].

Administrator Responsibilities

Implementing EM and managing an enterprise will require involvement from various teams.
Companies divide the roles and responsibilities differently based on the size of the implementations
and the different data center responsibilities. There needs to be a well defined, agreed upon list of
tasks that identifies the individual or team responsible for particular tasks. This is often referred to as
a RACI diagram (Responsible, Accountable, Consulted and Informed). The EM Administrator should
own architecture and installation, overall agent deployment procedures, agent patching procedures,
OMS patching and user administration. It is also important for the EM Administrator to know the
baseline functionality and performance of their EM environment to more easily identify existing or
pending problems. Knowing the baseline environment consists of two items. The first item is to
understand and document the architecture of the environment (i.e. topology, key components). This
will help in understanding the impact of any architecture change. The second item is for the EM
Administrator to understand the normal baseline operations of the environment. This consists of
understanding the environment and the expected load (i.e. how much data to expect in a day). Things
like deploying agents, discovering targets, solving agent issues and solving target availability can all be
delegated to target owners. The RACI diagram below is an example of defining this responsibility and
is a starting point for your organization to define the roles and responsibilities in your environment

even if multiple roles are performed by the same person.

TABLE 1. ENTERPRISE MANAGER 12C RACI

TASK RESPONSIBLE ACCOUNTABLE CONSULTED INFORMED
Define Monitoring Requirements Target EM Admin
Owners,
Infrastructure
Teams, EM
Admin
Installation planning and architecture EM Admin EM Admin Target
Owners,
Infrastructure
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Teams

Installation and configuration of EM EM Admin EM Admin
Defining Agent deployment and patching EM Admin EM Admin Target Owners
procedures and processes
Security and User Administration EM EM Admin

Admin/Security

Admin
Admin Group Creation EM Admin EM Admin Target

Owners

Agent Deployment (can be performed by Target Owners  Target Owners EM Admin
target owners)
Agent Patching (can be performed by Target Owners  Target Owners EM Admin
target owners)
Target Configuration and Availability Target Owners  Target Owners
Agent Troubleshooting Target EM Admin

Owners, EM

Admin
Target Troubleshooting Target Owners  Target Owners EM Admin
Weekly/Monthly/Quarterly Maintenance EM Admin EM Admin Target Owners
OMS Patching EM Admin EM Admin Target Owners

Maximum Availability

Since EM plays an important role in managing and monitoring the enterprise environment, it is
important to ensure that the environment is configured for maximum availability. This includes
regular backups as well as architecting the environment for disaster recovery. The Oracle Enterprise

Manager Cloud Control Administrator’s Guide provides details on backing up the Enterprise Manager
environment. As part of an overall backup strategy, it is important to take regular backups as well as
backups before any patching or plugin update is applied for the following:

Oracle Management Service Backups

Backups for the OMS should consist of the following:

e  Software Homes: filesystem level backup of the software homes and the Oracle inventory
files whenever patches or patchsets are applied

¢ Instance Homes/Administration Server/OMS Configuration: all of this information can be
backed up by issuing the emct! exportconfig oms command on each of the oms servers.
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Refer to the Oracle Enterprise Manager Cloud Control Administrator’s Guide for further details on
backing up the OMS server(s).

Management Repository Backups

The backup strategies for the repository are the same as for the Oracle Database. This includes having
the database in archivelog mode and performing regular hot backups with RMAN which consists of a
full backup and then incremental backups. EM provides a simple way to setup database backups via
the option for Oracle suggested backups. This backup strategy will create a full database backup
followed by an incremental backup on each subsequent run. The database backup will be recovered
using these incremental backups thus creating a new full backup baseline. For further detail on the
setup of Oracle Recommended Backups, refer to the Oracle Database 2 Day DBA 11¢g Release 2 (11.2)
document. The steps for configuring the backup in EM are documented below.

1. Click on Targets / Databases. Select the EM Repository database.

ORACLE Enterprise Manager Cloud Control 12c setp~ Hep~ | 3@ svaman v | Logout O
@9 Enterprise ~ (@) Targets ~ fif Eavorites v @ History ~ Search Target Name ~
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Find | Name [=] |

View v | o Add v 38 Remove & Configure

Name Type

ncidents Member Status
o ;:EE:‘ nciden ) ::;r:ga Complance |5 mmary
[LIEY &% 0]

Status
1+ 3, haem2a Cluster Datebase : Physical Standby ¢ 112030 0 0 0 00 0 1 0 1
W 3 haemas Cluster Database : Frimary f 112030 0 0 0 W 0 2 0 0

Figure 2: Databases

2. From the database home page, click on Availability / Backup & Recovery / Schedule
Backups...

3.  On the Schedule Backup page, select the proper login credentials for the database owner under the
Host Credentials section and then click on the push button Schedule Oracle-Suggested Backup
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Figure 3: Schedule Backup
4. Select the destination media for the backup and click Next
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Figure 4: Backup Location

5. Set the backup settings for the backup based on the destination chosen above (a disk backup was
selected for this example). Click Next

ORACLE Enterprise Manager Cloud Control 12¢
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Backup Strategy Oracle-Suggested Backup

Cancel | Back | Step 20f 4 Next

Daily Backup
A full database copy will be performed during the first backup. Subsequently, an incremental backup to disk will be performed every day. The backups on disk will be retained so that you can always perform a full database recovery or @ point-n-time recovery
to any time within the past day.
Disk Settings
Fast Recovery Ares +RECO_DADZAB
(4 TIP Disk backups that are necessary for a recovery to any time within the past day are retained.
L> Encryption
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Cancel | Back | Step 20f 4 Next

Figure 5: Oracle Suggested Backup

6. Select the day and time to start the backups. Click Next.
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Figure 6: Backup Schedule

7. Review the backup details and if the information is correct, click Submit Job
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Figure 7: Backup Review

Management Agent Backups

For the management agent, a reference agent should be maintained and kept current with patches so
that if a management agent is lost, it can be reinstalled via cloning of this reference agent. Starting with
the EM 12cR3 release, there is a new option available which will allow for the creation of a custom
‘package’ for an Agent-side plugin that includes any required patches and updates. With this feature,
each deployment of that plugin to an Agent will deploy the updated version of that plugin. To create
an updated/revised Agent-side plugin, follow these steps (for more details on this process, refer to the

Oracle Enterprise Manager Cloud Control Administrator’s Guide):

1. Update and patch one agent with all of the required changes
2. Run this EMCLI command to cteate the custom plugin version based on this modified agent:
$ emcli create_custom_plugin_update \
-agent_name="<patched agent name>" \

-plugin_id="<internal ID of the plugin>"
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3. To get the list of plugins and their ID’s for an Agent, use this EMCLI command:

$ emcli list_plugins_on_agent — agent_names="<patched agent name>”

Once this custom plugin is created, any push of that plugin( with that version) to the Agent will mean
the custom updated plugin will be pushed.

Increased High Availability and Disaster Recovery Options

As the importance of Enterprise Manager grows, so do the availability requirements. For some
customers, it is just not enough to have a single OMS monitoring their entire database or WebLogic
infrastructure. There are additional HA configurations available to meet specific business
requitements. The table below details the different degrees of high availability that can be
implemented for Oracle Enterprise Manager. Additional information on High Availability

configurations can be found in the Enterprise Manager Cloud Control 12¢ Administrator’s Guide.

TABLE 2: HIGH AVAILAIBILTY CONFIGURATIONS

LEVEL DESCRIPTION MINIMUM NODES RECOMMENDED  LOAD BALANCER
NODES REQUIREMENTS
Level 1 OMS and Repository database each 1 2 None

reside on their own host, no failover.

Level 2 OMS installed on shared storage with 2 4 None
VIP based failover. Database
replicated with Data Guard.

Level 3 OMS in Active/Active configuration. 3 5 Local load balancer
Database is using RAC + Data Guard.

Level 4 OMS in Active/Active configuration 4 8 Local load balancer for
with RAC database on primary site. each site, and
Standby site with multiple standby optionally a global load
OMSes and RAC Data Guard balancer.
standby.

Notifications

To propetly monitor your EM environment, you need to receive notifications on events, incidents and
problems that occur on the infrastructure components. In addition to your standard notifications for
Database, FMW and Host tatgets Oracle recommends you set up notifications for the EM
infrastructure. To receive notifications on the OMS and Repository components that consist of your
EM infrastructure create an Incident Rule Set specifically for these targets. The steps to do this are
detailed in the section Setting Up Your Incident Management Environment of the Administrator’s
Guide. The best practice is to create a rule set for incoming Events on the OMS and Repository
target that creates an incident and sends a notification (via e-mail or ticket) to the EM Administrators
for the categories listed below. The OMS and Repository target is an internal target type that will

10
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contain all of the EM components such as the infrastructure hosts, repository database, listeners,

management services, etc. For the steps on how to create this rule set, refer to the My Oracle Support

(MOS) note Oracle Enterprise Manager 12c¢ Configuration Best Practices [1553342.1].

TABLE 3: INCIDENT RULE RECOMMENDATIONS

CATEGORY FILTERS ACTION

Metric Alert Severity in Critical, Warning E-mail/Ticket EM Administrators
Metric Alert All If event open > 7 days, clear the event
Target Unreachable Target Availability (Agent, Host) E-mail/Ticket EM Administrators
Target Down Target Availability E-mail/Ticket EM Administrators

High Availability Severity in Critical E-mail/Ticket EM Administrators
Target Error Target Availability E-mail/Ticket EM Administrators

Out-of-Band Notifications

Out-of-Band Notifications for Enterprise Manager 12¢ can be configured to send an email or trigger a
script when certain fatal conditions occur. This then allows the EM administrator to receive
notifications when there is a failure in an EM component. The notification is triggered in the

following scenarios:
e single OMS environment, if the OMS is down, but the Agent is up
e multi-OMS environment, if all OMSes are down, but the Agent is up
e if Repository database is unavailable (down, archive hung, listener down, etc)

Configure Out-of-Band Notifications by following the steps in note How To Setup Out Of Bound
Email Notification In 12¢ [1472854.1].

Patching

As with any application regular patch maintenance is key. The recommended patches for Enterprise
Manager Base OMS, Agent and various Plugins can be found and downloaded from My Oracle
Support. Oracle recommends setting up a planned maintenance window for the EM environment.
This window would provide time for regular patching and activities that may require downtime (i.e.
plugin updates). A good recommendation is to schedule this planned maintenance on a quarterly basis
and to check for the latest recommended patches at this same time (may vary according to the
requirements of the individual companies). Note that the patching for the different components (i.e.
agent) may be performed by different people or groups within your organization based on the roles
and responsibilities as mentioned in Table 1: Enterprise Manager 12¢ RACI above.

Agent Patching

11
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Keeping the Enterprise Manager Agent patched is a critical component to efficient and accurate
monitoring as the collection scripts reside in the agent. Using the automated patching feature in
Enterprise Manager it is possible to create a patch plan from tested and approved agent patches, and
deploy to many agents at one time or in batches. Recommended patches can be found by clicking
Enterprise / Provisioning & Patching / Patches & Updates by sclecting the Recommended
Patch Advisor. Sclect Enterprise Manager Base Platform — Agent for the product, and the
correct Release and Platform. Full step by step instructions can be found in the Oracle Enterprise
Manager Cloud Control Administrator’s Guide.

Repository Patching

The recommended Database patches can be found on My Oracle Support /Patches & Updates by
selecting the Recommended Patch Advisor and select Oracle Database for the product and the
appropriate Release and Platform.

OMS Patching

For the OMS, patches must be manually applied with OPatch. Some patches require all OMS servers
to be down during the application of any post-patch scripts. In multi-OMS environments, it is
possible to shorten the patching cycle by following the procedure below:

1.  shut down the 15t OMS

2. apply the patch

@

shutdown the remaining OMSes

>

run the post patch scripts
restart the 1t OMS to reduce downtime
6. patch the remaining OMS servers and then restart them

For further details on OMS patching see the Oracle Enterprise Manager Clond Control Administrator’s Guide.
Oracle is now creating rolling OMS patches which provide even higher availability since all OMSes do

not have to be shutdown to apply the patch but it can be applied in a rolling fashion. Not all patches
are able to be rolling patches so it is important to check the individual patch README.txt file.

Plug-ins

To make the Enterprise Manager 12c framework extensible, the plug-ins contain all the binaries needed
for specific components; therefore each plug-in has its own ORACLE_HOME on the OMS and
sometimes the Agent. For example, a database plug-in is deployed on the OMS and Agent. The
scripts that collect metrics from the database reside in the plug-in home. There will be plug-in specific
patches for these components. They can be found in My Oracle Support by looking for Enterprise
Manager for Oracle Database or Enterprise Manager for Fusion Apps, etc.. For more details on plug-
ins and how to maintain them, see the Oracle Enterprise Manager Cloud Control Administrator’s Guide.

12
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Figure 8: Patch Advisor
Maintaining Enterprise Manager

To ensure Enterprise Manager is configured and optimized propetly, implementation planning should
take into account the sizing recommendations provided in the Oracle Enterprise Manager Cloud Control
Adpanced Installation and Confignration Guide. Sizing is based on a combination of number of agents,
targets and concurrent users. After implementation, review the system sizing and usage on a regular
basis to account for system growth. Frequently review updates in Information Center: Enterprise
Manager Base Platform Release Cloud Control 12¢ [ID 1379818.2] to look for updates, patches or
known bugs that should be addressed.

The OMS servers process incoming and outgoing tasks. The incoming tasks are telemetry data and
alert information coming in from the agents. A problem occurs if there is more data coming in than
the network can handle. This is seen via the following:

e Network statistics (bandwidth/IO throughput/collisions)
e Loader backlog
e Job backlog (only if there is a backlog and a low number of available threads)

The outgoing tasks are created when the OMS sends requests out to the agents (config updates and
job/tasks to petform on the managed targets) and when the OMS processes and sends out the
notifications. To detect if an OMS server is having a bottleneck with outgoing tasks, look for the

following:
e A job backlog even though a significant number of jobs are processed (sufficient throughput)
e Notification backlog even though there is a significant ‘churn’ on getting stuff out.

An additional OMS may need to be added into an environment based on the following situations.
Note that the mote incoming/outgoing stress on the system, the more likely the need for an additional
OMS.

e load (number of agents and number of Admins) and whether or not that load is increasing
e backlog for incoming or outgoing tasks (as discussed above)

In addition to proper sizing and configuration, there are a few areas that should be checked on a
regular basis using the EM Cloud Control Console itself as well as EMDIAG. Both of these tools

13
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provide a good way to make sure any issues that occur in the EM components can be identified and

resolved. Below are the recommended tasks and frequency to maintain a healthy Enterprise Manager

environment. The need to review the daily tasks should lessen as proper notifications and incidents ate

setup and the EM Admin has established a good baseline and understanding of the data components.

TABLE 4: RECOMMENDED MAINTENANCE TASKS

TASK

Review critical EM component availability

DAILY BIWEEKLY MONTHLY QUARTERLY

Review events, incidents and problems for EM related

infrastructure

Review overall health of the system including the job
system, backlog, load, notifications and task performance

Review Agent issues for obvious problems (i.e. large
percentage of agents with an unreachable status)

Review Agent issues (deeper /more detailed review of
agents with consistent or continual problems)

Review metric trending for anything out of bounds

Evaluate database (performance, sizing, fragmentation

Check for updates in Self Update (plug-ins, connectors,
agents, etc.) Note that there is an out-of-box ruleset that
will provide notification for the availability of new updates.

Check for recommended patches

Availability

When confirming the health of the EM 12¢ environment the first place to start is to verify the status of

the key components that make up this environment. Enterprise Manager is dependent upon many

components for a complete working system. The Repository database, OMS, Console and PBS

services, WebLogic servers all have to be available for EM to function properly. A key component

that is down could impact performance as well as availability. The goal is to keep the infrastructure

components in an available status and to resolve any critical errors occurring in each one

Oracle Management Service

The Management Services page provides a more detailed status of the OMS services. In Cloud

Control, click on Setup / Manage Cloud Control / Management Setvices.
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Figure 9: Manage Cloud Control Management Services page

This page shows the information about the Management Setvices running in Normal mode and in
Stand-by mode (if applicable). Again, those in stand-by mode will correctly show a down status.
Verify that the Management Services in Normal mode show an Up status, including the status of the
Console and Platform Background Service (PBS) for each Management Setvice.

Repository Database

Verify the status of the Repository database and underlying instances in the case of a RAC database.
Click on Setup / Manage Cloud Control / Repository. Under the Repository Details section,
click on the name of the Database or Cluster Database.

ORACLE Enterprise Manager Cloud Control 12¢

‘ Enterprise = (@) Targets = * Favorites = @) History =

# Management Services and Repository @
@ OMS and Repository =

| Repository Details R
st *.orade.com
I Cluster Database haem2A I
Version 11.2.0.3.0
(DESCRIPTION = (ADDRESS_LIST = (ADDRESS = (PROTOCOL = TCP){HOST =

Connect Descriptor .oracle.com){PORT = 1521))){LOAD_BALANCE =
CM)(CONMECT_DATA = (SERVICE_MNAME = 2A,us.oradle.com)))
Space Used 4.641GB of 5.098 GB

Last Backup Apr 19, 2013 12:08:10 AM PDT

Management Service Repository 54 = Details
Sessions

Figure 10: Manage Cloud Control Repository page

In the case of a standalone database, the Status section will show the Up Time for the database. On
the target menu bat, click on Availability / High Availability Console. On this page, the status of
the database should show Up.

In the case of a RAC cluster database, the Status section will show the number of Instances for this

database and the status summary. Further down on this page under the Instances section, verify that

each instance is in a “good” status. also It is also possible to view the status of the cluster database by
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clicking on Availability / High Availability Console. If implemented with Level 3 or Level 4 High

Availability, also validate the standby status in the High Availability Console.

ORACLE Enterprise Manager Cioud Contred 122

 haemza @
Clster Dstsbase « Performance =

Avalablty = Schema = Admnstaton =

High Avallabifity Console (haem2A - Primary Database)

adiwced vew Dt Switch To haenan -Primary

current View: haemza T

Page Refreshed

Avaiability Summary Availability Events

Severity Terpet Time

Pin Everss

r Dtials

Backiip/Recovery Summary

Last Dedag

 dor 19, 2003 12:08: 10 FM
15168
08 B

R

Ml Unused - 2563208
Used (Reclsmable] - 569 08
Musent (o -recamable) - 36,98 68

Dats Guard Summary Standby Databases

+ hormal
Maverm Perfermance
Dissbled

Name | HostiClmser Rk TransportLag | Apoly Lag

Phrysenl Smanchy (Real-tme Query) 0.0mee .00
haemls

ate 5.4 KBjvec

Services Summary

Create Charter Managed Database Services

Figure 11: High Availability Console Page

General Availability

Apr 26, 2013 45010 PH GMT Refiesh [raruaty | =)

Uined Fast Recovery Area

To confirm the overall health of the complete list EM components from Enterprise Manager Console
navigate to Setup / Manage Cloud Control / Health Overview where the overall status is
displayed. To drill further into each component, click on the menu bar for OMS and Repository /

Members / Show AllL

Check the status of the key components such as the EM services, application deployment, WebLogic
Deployments as desctibed above. The status should show Up. Clicking on the status icon will drill
down to show availability details. Each component represents a target in EM. If any components are
down, use the information provided on the target’s home page (i.e. errors/alerts) to assist in diagnosing
and resolving the availability issue. It is important to note, if the system is configured with Level 4
High Availability, the standby OMS servers will show down. For additional information on High
Availability configurations, see the Oracle Enterprise Manager Cloud Control Administrator’s Guide.
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Figure 12: OMS and Repository All Members

EM Internal Subsystems

There are several internal subsystems that work in the background to process incoming
data, evaluate alerts and severities, send notifications and do internal housekeeping for
EM. This section will review four of the critical subsystems.

DBMS Scheduler

The DBMS Scheduler is a database featutre and is used to execute SQL and PL/SQL at specific times.
If any of the system jobs are running behind schedule or down completely, they can cause significant
performance problems, stale and incorrect availability data, as well as missing critical alerts and
notifications. For the repository jobs to run, the DBMS_SCHEDULER must be enabled and db
initialization parameter JOB_QUEUE_PROCESSES must be set to a non-zero value. It is common
to set JOB_QUEUE_PROCESSES to 0 during upgrades or patches, so be sure to reevaluate often.

To view the Job status click on Setup / Manage Cloud Control / Repository.

~| Repository Scheduler Jobs Status LR
|DEMS Job Name | staus | Throughput | Processing Time (%) {Last Hour) |Next Scheduled Run |Last scheduled Run |
AgentPing 0.00 0.03 @ Mar 25, 2013 1:15:30 PM PDT o Mar 25, 2013 1:15:00 PM PDT =
Audit System Externalize Process 0.00 0.00 @ Mar 25, 2013 4:45:30 PM PDT o Mar 24, 2013 4:45:30 PM PDT

Beacon Service Availabity

Compute Metric Baseline Statistics

0.00
0,00

0.00 &
0.00 o

Mar 25, 2013 1:15:30 PM PDT o
Mar 26, 2013 12:30:00 AM FOT o

Mar 25, 2013 1:14:30 PM POT
Mar 25, 2013 12:30:00 AM PDT

Config Post Load Processing For Target Proper 0.00 0.00 o Mar 25, 2013 1:15:30 PMPDT o Mar 25, 2013 1:14:30 PM PDT m
EM Daily Maintenancs 0.00 0,00 & Mar 26, 2013 2:00:00 AMPDT o Mar 25, 2013 2:00:02 AM PDT
EM General Purge Palides 0.00 0.00 o Mar 26, 2013 5:00:00 AM PDT o Mar 25, 2013 5:00:00 AM PDT
Feature Usage Statistics Collection 0.00 0.00 ¢ Mar 28, 2013 1:00:00 AM PDT of? Mar 21, 2013 1:00:00 AM PDT

Job Step Scheduler
Job System Purge

PSS DPHH e

0,00
0.00

0.00 o
0.00 o

Mar 25, 2013 1:16:00 PM PDT ¢
Mar 26, 2013 6:00:00 AM FOT o

Mar 25, 2013 1:14:00 PM POT
Mar 25, 2013 6:00:00 AM POT

& Throughput is averaged over the last hour, with 10-minute samplings. Processing Time is the amount of time that the job has run over the last haur, with 10-minute samplings.

Figure 13: Repository Jobs

In the Repository Scheduler Jobs Status section, check the following items:

1. Status - Make sure all jobs are Up. If there are errors, click on the error to get more details.

2. Processing Time (%) (Last Hour) — Seconds per hour for a job. If a job is consistently running at

50% or more, there may be a resource problem in the database. The overall health and performance

of the database should be checked and any issues resolved if found to make sure the database does

not start to fall behind and thereby create a permanent backlog problem. If the processing time
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increases and runs consistently as high as 75%, this is a problem and it may mean a need to increase

resources for the repository server.

3. Next/Last Scheduled Run - If cither of these are empty, the job is not submitted in the database

and needs to be resubmitted. If the next scheduled time is not correct or empty, the database has

stopped scheduling the job. The following steps below can be used to remove and restart the EM

jobs.

O Stop and remove jobs

exec emd_maintenance.remove_em_dbms_jobs; COMMIT;

O  Submit and start jobs

exec emd_maintenance.submit_em_dbms_jobs; COMMIT;

A few of the more critical system jobs are listed below with a desctiption of the tasks that they control:

TABLE 5: KEY SCHEDULER JOBS

JOB NAME

Agent Ping

SCHEDULER JOB NAME

EM_PING_MARK_NODE_STATUS

TASK

Keeps track of the health of the host targets in EM. A nonzero number
means there are machines that are suspected to be down. As long as
this number is low relative to the total number of machines in EM
(considering that some may be in blackout or offline), there is not a
major health issue for EM. There is a potential problem if the
processing time is showing 30-40% or higher and should be diagnosed

further.

Daily Maintenance

Job Step
Scheduler

EM_DAILY_MAINTENANCE

EM_JOBS_STEP_SCHED

This job does the daily repository maintenance tasks such as partition
maintenance, stats updates, etc. If this job is not running, you will
eventually stop receiving information into the repository.

This is the job that puts the work into the queues that are ready to be

dispatched to the agents.

Repository Metrics

Rollup

MGMT_COLLECTION.Collection

Subsystem

EM_ROLLUP_SCHED_JOB

Database Advanced Queuing (AQ)
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This job shows the amount of work done for the repository metrics.
This metric will have a number associated with it (i.e. Repository
Metrics 71) and represent the short and long task workers. The short
task workers handle tasks that should run in a minute or less and the
long task workers handle the longer tasks. The best thing to look for
here is that all Repository Metric jobs are within 10% of each other.

This job indicates the amount of data involved in the rollup job. This
number may increase over time as more targets are added to the
system but on a daily basis should remain about the same. Large
spikes could indicate that agents are not communicating properly to the
OMS.
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Both the OMS and the repository rely heavily on Advanced Queues. This then implies that the
Advanced Queues have to be ‘up’ and healthy. To confirm the status of the Advanced Queues in EM,
do the following:

1. Click on Setup / Manage Cloud Control / Repository

2. Expand the bottom section titled “Management Services AQ Status”

If system performance deviates from previously experienced levels, it is possible that the AQ have
become fragmented. Refer to the MOS note on AQ performance tuning for further details:

Performance Tuning Advanced Queuing Databases and Applications [102926.1].

Loader Subsystem

All the data collected by agents has to be loaded to the repository. The efficiency of this process can
greatly impact the performance and health of your system overall. To monitor the loader process
observe the % of hour runs and rows/second/thread. The % of hour run indicates whether the loader
threads are keeping up with incoming data. A value of 100% indicates the system is backlogged and
not keeping up, a lower value indicates your loader throughput is efficient. For additional details on
loader metrics and throughput see the Sizing guide.

A loader backlog can cause delays in receiving critical information and notifications. It can also cause
the Agent to stop collecting data once it reaches it maximum threshold, to avoid filling up the file
system it’s installed on. Backlogs can also cause poor console performance and OMS restarts if not

resolved quickly.
Some of the key metrics to watch ate:
e Overall Backoff Requests in the Last 10 Mins
e Opverall Rows Processed by Loader in the Last Hour
e Overall Upload Backlog (files)
e Overall Upload Backlog (MB)
e Overall Upload Rate (MB/sec)

EM provides a graph showing the Upload Rate and the Upload Backlog as seen below. This graph is
found by clicking on Setup / Manage Cloud Control / Health Overview.

Upload Performance
Upload Rate and Upload Backlog

L, OO il

Figure 14: Upload Graph
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Loader report

If an OMS is busy processing the uploaded XML files, it may send a backoff request to an agent,
asking the agent to backoff sending the XML files for a specified period of time. EM provides a graph
showing the overall backoff requests for a 24 hour period. A sample of this graph is shown below and
can be found by clicking on Setup / Manage Cloud Control / Health Overview.

Backoff Requests

10
0.8
0.6
0.4
0.2

0.0 " " A " " " "
4:09 3 k] 12 AWM 3 3 k] 12 PM
May 11, 2013 12
B Backoff Requests

Figure 15: Backoff Requests Graph

EM also provides an out-of-the-box report showing loader statistics including the configured loader
resource allocation, loader performance and the agent count broken down by agent priority level. The
available values are None/Mission Critical/Production/Staging/Test/Development. This report is
found under Enterprise / Reports / Information Publisher / Loader Statistics. If the Loader
Performance (3 hours) chart shows a high number of backoff requests and there has not been a recent
downtime, it is an indication that the OMS cannot keep up with the load from the agent. This report
will also provide the priority level of the agents that can be used by the EMDIAG loader_health report

as mentioned below.

EMDIAG also provides a report for the health of the loader subsystem. By using repvfy dump
loader_health you can generate a report of loader health and statistics. The loader_health report will
break down the backoff requests based on priority level (the lifecycle stages of the agent target)of the
agents. It is important to watch for backoff requests for mission critical and production agents. If

there are issues with these agents, contact Oracle Support for help in diagnosing the issue.

Notification Subsystem

The notification system controls all e-mail, ticket connectors and custom notification methods. For
each event, the notification job checks to see if there’s a required action and submits the task for
processing. A backlog in notifications can cause a delay in alerts being sent, or a missing alert all

together.
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In the Console go to Setup / Manage Cloud Control / Health Overview. Check the Notification
Performance section for a notification backlog. A steady increase needs to be evaluated further using
the guidelines below.

Notification Performance
Notification Backlog

10

0.8

06

04

Notifications

02
0.0
12:06 4 =4 12 AM 4 g8 12 PM 4
Aprg, 2013 10
W Notification Backlog

Figure 16: Notification Performance Graph

Select OMS and Repository / Monitoring / All Metrics. From here, validate Notification Status
metric is Up.

ORACLE Enterprise Manager Cloud Control 12¢ Setm v Hep~ SN~ | lgow O
& Enterprice v @) Tagets ~ o s Search Target Name ~
* Services and itory @ a
[ OMS and Repository Page Refreshed Apr 10, 2013 7:02:42 P GHT &
Management Services and Repository >
All Metrics
Search ) MHotification Status
View v Ef Every 5Minutes  Modify
ew By | Metrics [= T erval Every 60 Colections

jpload  Apr 10, 2013 4:38:14 PM GMT

Management Services and Repository
& Active Agents
I Agent Status

[Thresholds Real Tme Value
Set w

5 Configuration
b DBMS Job Status

R e e LR 2

£» Event Performance

L EventStatus

[ Management Services AQ Status
7 Notfication Debvery Performance

Average Notification Time (secc.
Nofification Processing Time
Notifications Processed (Last
pending Notificatons Count
v

i

Notificabon UpDown
b Overal Status
L» Repository Collections Performance
L> Repository Job Scheduler Performe
[> Response
L» Summary Metrics

Other collected items

Figure 17: Notification Status

To determine if a specific notification queue is having a problem, select Pending Notifications Count
metric as seen below.
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ORACLE Enterprise Manager Cloud Control 12¢ setpv Hep v | 3@ SYsMAN - | Logout O
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Figure 18: Pending Notification Count

There are 4 performance metrics for Notification delivery. By default, there ate no Warning/ Critical
thresholds. Once you have your system running, evaluate the trend in these metrics and set a
Watning/Critical threshold based on this baseline. The metrics below can be found by selecting Setup
/ Health Overview. Under the drop down list next to the OMS and Repository target, select
Monitoring / All Metrics / Notification Delivery Petformance

Average Notification Time (seconds) / Notification Processing Time (% of last hour) —
Average time for notification delivery and the total amount of processing time for notification delivery.
If the average delivery time and notification processing time are both steadily increasing, you have a
performance or capacity problem which will create a risk of not receiving notifications a timely
manner. If the system is not experiencing a general performance problem, examine the notification
queue detail to look for an issue with a specific queue. If a specific issue is not found, contact Oracle

Support.

Notifications Processed (Last Hour) - The total number of notifications delivered by the
Management Service over the previous 10 minutes. The metric is collected every 10 mins and no alerts
will be generated. If the number of notifications processed is continually increasing over several days,
consider adding another Management Service.

Pending Notifications Count - Notifications waiting to be delivered. If this number is continually
increasing there is a notification backlog. Look at the view to determine which queue has an issue and

use this to further diagnose the issue.

In addition, you can use the repvfy dump notif_health command to generate a detailed report to
identify Notification statistics and backlogs.

Task Subsystem
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EM provides a chart to display the backlog performance of the repository collections as seen in the
example below. This chatt can be found by clicking on Setup / Manage Cloud Control /
Repository. A steady increase in backlog indicates a problem that needs to be evaluated.

+| Backlog - Repository Collections
60

50
40
0
20
10

%3 Am 06 03 12PM @3 06 09 1ZAM
Apr23 13 24
4 | 4

B Short Running Long Running
Table View
Figure 19: Repository Collections Graph

Many of the repository collection jobs are divided between short running tasks and long running tasks.
Each EM environment should be configured with a minimum of 2 short running task workers and 2
long running task workers. The performance of these task workers can be monitored via the details in
the Jobs Status chart above. The job names are Repository Metrics xx (where xx is a number). The
lower numbers are the short running task workers and the higher numbers are the long running task
workers. Look for any large spikes in processing time or throughput as this could indicate some
occurtrence that is generating more work for the repository (i.e. many server outages). If the
throughput for these Repository Metric jobs is consistently high and the backlog is continuous or
grows, then consider adding another task worker but keep the number of short and long task workers
the same. To add a task worker, follow the commands below:

$ sqlplus /nolog
SQL> connect SYSMAN;

SQL> exec gc_diag2_ext.SetWorkerCounts(<number>);

The number can be 3 or 4 (the routine will not accept values larger than 4). If you need to go higher
than 4, contact Oracle Support for further diagnostics.

To get a health report of the Task sub-system, run this EMDIAG report:

$ repvfy dump task_health

If you suspect a performance problem with the tasks the workers are executing, execute the following
EMDIAG tests to look for ‘expensive’ tasks:

$ repvfy verify repository —test 6013 (short running tasks)

$ repvfy verify repository —test 6014 (long running tasks)

If a ‘rogue/expensive’ task is found, it can be further debugged using the following EMDIAG
commands:

$ repvfy send run_task —id <task id>

$ repvfy dump trace
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EM Job System

The EM job system is crucial to Enterprise Manager’s health. The majority of background processes
and tasks are run via a series of jobs. Included in these jobs are loading metric data, calculating
availability of composite targets, rollup and purge of metric data and notifications. This Job System is
an OMS subsystem and includes a Job Scheduler and Job Workers. The Job Scheduler in turn consists
of two components, the Job Step Scheduler and the Job Dispatcher. Each of these components are
described in further detail below.

Job Step Scheduler — The Job Step Scheduler is a global component so there is only one per EM
environment. Itis scheduled to run by the DBMS Scheduler. The primary purpose of this component
is to look for jobs that need to be executed. Make sure that this job is up. This can be seen by
clicking on Setup / Manage Cloud Control / Repository and looking for the status of the Job S#ep
Scheduler in the Repository Scheduler Jobs Status section as seen below:

| Repository Scheduler Jobs Status BT
| DBMS J0b Mame | stats | Throughput| Processing Time (%) {Last Hour) |Next Scheduled Run |Last scheduled Run

EM General Purge Polides & 0.00 0.00 & May 15, 2013 4:00:00 AM POT o May 15, 2013 4:00:00 AM PDT

Feature Usage Statistics Collection 0.00 0.00 o May 17, 2013 12:00:00 AM PDT o May 10, 2013 12:00:00 AM PDT

Job Step Scheduler iy 0.00 0.00 & May 15, 2013 1:16:53 PM POT o May 15, 2013 1:14:53 PM PDT

Job System Purge i 3 0.00 0.00 ¢ May 16, 2013 5:00:00 AM POT o May 15, 2013 5:00:00 AM PDT

Figure 20: Job Step Scheduler

Job Dispatcher - The EM Job system also has a notion of a 'short' and 'long' job (execution time
wise) and has separate worker pools in the OMS (not in the database as with the job workers) to
handle those requests. The Job Dispatcher runs locally on each OMS and its purpose is to dispatch the
jobs found by the Job Step Scheduler to the job workers. If the dispatcher cannot keep up with the
work in the queue, a backlog is created. This is not a problem as long as the backlog is temporary. If it
is not, then either the dispatcher is not able to keep up with the amount of work which could mean
adding another OMS setver or thete is a problem with the job workers and they are not able to accept
the work from the dispatcher (see the next section below for details on how to diagnose a job worker
problem.

Job Workers — The Job Workers take work from the Job Dispatcher and send it to the approptiate
agent and they also receive information from the agents. If Job Workers are always busy and never
free, then capacity needs to be added either via another OMS server or by increasing the number of job
workers and potentially increasing the number of db connections (each job worker takes a connection
to the database). EM provides a way to tell if the Job Workers are keeping up with the dispatched
work. If the amount of work the dispatcher is able to give to the job workers approaches zero, then
the workers are not keeping up. To see this detail, follow the steps below depending on the version of
EM:

In EM 12.1.0.2, to see the Job Wortker detail for each OMS server, select Setup / Manage Cloud
Control / Management Setvices. Click on the OMS server (check for each OMS). Click on the
drop down next to the Oracle Management Setvice in the top left and select Monitoting / All
Metrics. Expand the Job Dispatcher Performance metric group. The five metrics starting with “Free
threads for ....” are the metrics that will provide the details on the job workers. Click on each of these
metrics. If the number for Last Known Value is getting close to zero then the job workers for that
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pool are not able to keep up with the dispatcher. See screenshot below (note the High Value shown
for this metric is the default):

All Metrics

View Data | Last 24 Hours [=] Auto Refresh | Off
Search [+ Free threads for long running job step per dispatcher call
viewr | ETE TR Statistics Thresholds
View By | Metrics [=] Last Known Value 12 Varning Threshold Mot Applicable
[/ schte.us.orack. com:4380_Management Service Collection Timestamp May 15, 2013 1:51:56 PM POT Critical Threshold  Not Applicable
= Active Loader Status Average Value 12 Comparison Operator
1> Active Management Servlats Low Value 12 Occurrences Before Alert 0
I Event Status High Value 12 Corrective Actions None
I Incident Metric Value History Compare Targets
V' Job Dispatcher Performance
Dispatcher Cyds in past one Mnute 14

Free threads for long running job step per dispatcher call;
Free threads for long running system job per dispatcher call
Free threads for running internial step per dispatcher call
Free threads for short running job step per dispatcher call
Free threads for short running system job per dispatcher cal

Free threads for
8 o0 runfing ok

step per
dispatcher call

Job Dispatcher Processing Tme (% of Last Hour) 0z 04 06 08 10 12AM 02 04 05 08 10
Steps Per Second

Figure 21: Free Threads Metrics 12.1.0.2

12 Pl

Table View

In EM 12.1.0.3 (PS2), to see the Job Worker details for each OMS server, select Setup / Manage
Cloud Control / Management Services. Click on the OMS server (check for each OMS). On this
page, there is a section called Job Dispatcher. In that table, the Configured Threads column is the
number of threads configured for each thread pool. The Threads Available / Cycle is the number of
threads that are waiting to take work from the dispatcher. See screenshot below (note the configured
threads shown below are the defaults).
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If the number for Threads Available / Cycle is getting close to zero then it means the
dispatcher CANNOT dispatch to ALL the workers in a timely fashion.

If the dispatched steps per cycle is HIGH, there is a resource problem, and the environment
could probably benefit from more worker threads however do not go beyond 'doubling’ the
size of the threads. If doubling the number of threads does not seem high enough, contact
Oracle as it might be bettet to add an additional OMS.

If the dispatched steps per cycle is LOW, but the number of available threads per cycls is also
low, this typically means that either a thread is stuck, ot is 'busy for too long'. If this persists,
refer to the section “Omsvfy Commands” in the Use of the emctl dump Options to Collect
OMS Log Files [ID 1369918.1] for steps on how to take a thread dump of the OMS
processes. It is also possible to use EMDIAG for this information with this command:

$ omsvfy snapshot oms
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~| Job Dispatcher G
Mumber of dispatcher cydes/min 27
Throughput (steps dispatched/min) 0
Dispatcher run time (%) 0.29

Thread Pool | Configured Threads Steps DispatchedCyde | Threads Available/Cyde |
User (Short - Running) 25 0 25
User (Long - Running) 12 0 12
System (Critical) 25 0 25
System (Mon - Critical) 10 0 10
Internal 10 0.1 10

Figure 22: Free Threads 12.1.0.3

Agent Health

The overall health of the environment can also be seen by the status of the Agents. The central view
for all agents can be seen from Setup / Manage Cloud Control / Agents. From hete you can
evaluate agents that are blacked out, unreachable, pending or blocked.

ORACLE Enterprise Manager Cloud Control 12¢ setp+ Heb v | 3@ svsMaN <~ | Logouwt O
= ok Favorites v @ History = Search Target Name +
Manage Cloud Control Page Refreshed Apr 26, 2013 5:11:35 PM GMT
Agents
showing: [[All(97) 1 Up (71) (@ Under Backout (2) 4 AGent Unreachable (29 (9 Stotus Pendng (0) | Blodked () Meconmiued (0) | Upgradable (0) 1ot Upradatie () |
View+ | DyBlock ¢ Unblock | [EStartUp.. [JjShutDown.. [JRestart.. | (@ Securs.. TgUnseare.. (3 Researe... Properties... | B | BfiDetach
= T

‘Nam? Secure upﬂuadistams }—Tﬁmzﬁ ‘T}Lasl Successful Load ‘ M?I_’g‘:;f; _é’ék:t:

=de.com:3672 ves % 0 1 0 0 Apr 25, 2013 12:50:45 PM GMT 3 0 -
racke.com:3872 ves @ 0 0 o 0 Apr 26, 2013 5:10:43PM GMT 3 0
de.com: 3872 ves @ 0 3 0 0 Apr26, 2013 5:11:24PM GHT 5 1
racke.com: 3872 ves o 3 0 0 Apr 26, 2013 5:08:32PM GMT 3 o
fe.com:3872 ves 4 o B 0 0 Apr 26, 2013 5:10:40PM GMT 7 o
orade.com: 3872 ves G 0 1 0 0 Mar 29, 20136:50:24 AM GMT E 0
orade.com:3872 ves @ 0 1 0 0 fpr 26, 2013 5:10:23PM GMT E 1
rade.com: 3872 s B 0 2 o 0 Apr 18, 2013 6:20:47 AM GMT 25 0
Je.com:3572 ves o o o 0 Apr 26, 2015 5:08:34PM GHT 1 o
“.com: 3872 ves 4 o o o 0 Apr 26, 2013 5:04:57PM GMT 1 o

aracke.com: 3872 ves @ 0 1 0 0 Apr 25, 2013 5:05:48PM GMT 15 0 2
».us.rade, com: 3872 ves @ 0 0 0 0 Apr26, 2013 5:10:27PM GMT = 0
orade.com:3872 ves @ 0 0 0 0 Apr 26, 2013 5:10:44PM GMT 3 0
e com: 3852 ves @ 0 o o 0 Apr28, 2013 5:09:22PM GMT 1 o

Figure 23: Manage Cloud Control Agents Page

This is a very powerful page for EM Administrators as you can issue various agent control commands
from this page, including: startup, shutdown, block, unblock, restart, secure, unsecure. Itis possible to
edit agent properties (emd.properties file) or submit a job to edit properties for multiple agents at one
time. For additional details on managing and configuring Agents, see Maintaining Cloud Control in
the Oracle Enterprise Manager Cloud Control Administrator’s Guide.

A significant percentage of agents down or not responding indicates an unhealthy environment and a
lack of proper monitoring. The goal is to have 100% agent availability. Spot check the agent health
daily watching for a significant increase in the percentage of problem agents and checking the alerts for
the problem agents, correcting those that are creating issues (pinging, etc). On a bi-weekly basis, take
the time to fix those agents that have shown problems for several days.
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A large number of agents in the “Agent Unreachable”, “Status Pending” and/or
“Blocked/Misconfigured” status indicate that these targets are not being propetly
monitored/managed. Click on the status type in the summary line with the most problematic agents to
get a list of these agents and begin diagnosing to resolve the issues. Basic agent troubleshooting steps
to be followed:

Table 6: AGENT TROUBLESHOOTING

CHECK NOTES

Host Up Check to verify if the host is up.

If not, is the host still valid? Many times hosts are decommissioned but
not removed from monitoring.

Agent Up Check to verify if the agent is up: emctl status agent

Start agent if necessary

Agent Uploading In the emctl status agent, check for messages about heartbeat/upload.
Attempt upload with emctl upload

OMS Reachable Ping the oms from the agent, and agent from the OMS, ensure ports
are not blocked by firewalls

Check Logs $EMSTATE/agent_inst/sysman/log/ (Ex:
/uO1/appl/oracle/em/agent_inst/sysman/log)

. gcagent.log — contains trace, debug, information, error or warning
messages from the agent.

. gcagent_skd.trc — logging about fetchlets and receivelets

. gcagent_mdu.log — tracks the metadata updates to the agent
emctl.log — information from the execution of the emctl commands

Agent Dump If the agent is still not uploading or reachable, run a target and
availability dump on the agent target from repvfy.

Repvfy dump target -name <agent:port>

Repvfy dump availability —-name <agent:port>

REPVFY can also be used to get an overview of agent health by running a repvfy dump
agent_health report. The command will provide details about the agent such as agent ping statistics,
agent down statistics and system errors.

Events and Incidents

It is also necessaty to review Critical or Warning errors which could indicate an undetlying issue and
lead to an outage. Also, large amounts of alerts cause a performance impact on the EM system.
Metric errors indicate that data is not being collected or monitored propetly, and these should be
resolved to have an accurate pictute of the current system status. For detailed look at using Incident
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Manager see the Oracle Enterprise Manager 12¢ Clond Control Administrator’s Guide.  Below is a list of some
of the places to check for events and/or incidents.

1. OMS and Repository Events and Incidents — Click on Setup / Manage Cloud Control /
Health Overview . Then from the target menu select OMS and Repository / Monitoring /
Incident Manager. This will filter the events and incidents to those related to the OMS and
Repository targets. The default view is All open incidents.

ORACLE Enterprise Manager Cloud Control 12¢ setup ~ Hep~ | pf svsman - | Logouwr O
arch Target Name

4 Management Services and Repository @ @ oracle.com

[ oM and Repository = (| Page Refreshed Apr 26, 2013 9:54:52 AM PDT Cr

Incident Manager: All open incidents

Views G search | Actions » View ~ | &d View search ariteria Adnowledge @ Clear...
rm——— " |severity |summary [Target  |priorty  |status  |LastUpdated Owner |AcknolEscalafType |category
My open indidents and problems B © mis1100. Please checklog for detas. LISTENER _sh None New Apr 26, 2013 3:37:46 AM - No No Inddent
Unassigned incidents @  TNs-1190. Please check log for details. LISTENER_sk None New Apr 25, 2013 8:56:01PM - No No Incident
Unacknowledged indidents @ Ti5-1190. Please check log for details. LISTENER_S(Mone Mew Apr 25, 2013 7:53:30 PM - No No Incdent
Eeebdriddents. @ 51190, Please checklog for details. LISTENER_SC None New Apr 25, 2013 7:53:26 PM - No No Inddent
Al operiinddents @  Ts-1190. Please check log for details. LISTENER_S¢ None New Apr 25, 2013 7:46:00 PM - No No Incident
st peoms @  oMs Console is Down. Us. None New Apr 22, 2013 10:25:53 1 - No No Incident Availability
s @  Orade Management Service is Down. = us.None New Apr 22, 2013 10:23:50 P! - No No Incdent Availability

) @  oMsPlatform is Down. us. None New Apr 22, 2013 10:22:58P1 - No No Inddent Availability
Events without incidents

Rows Selected 1 | CoumnsHidden 21 Row count 8
—
@ TNS-1190. Please check log for details.
General Events My Oracle Support Knowledge Updates Related Events And Incdents
j ~| Incident Details ~| Tracking o Acnowledgeg Clear... 3 Add Comment ... @b Manage...  More |+ =
m 657 Escalated No Owner -
Metric TNSMsg Priority None Acknonledged No
Metric Group  TnsError Status New
TNSError THS-1150 Last Incident created by rule (Name = Incdent management Ruleset for all targets, Inddent creation Rule for
Total Occurrences 130 Comment metric alerts.; Owner =).: on Apr 3, 2013 3:13:29 AM GMT
First Occurrence  Apr 2, 2013 7:48: 13 PM GMT @ This incident wil not be automatically deared. You can dear by dicking the Clear button above.

m

Figure 24: Open Incidents Page

Click on Events without incidents to see additional events. Depending on your incident rules, you
may not be receiving an incident for each event.. For details on how to create the recommended
rule set to ensure notifications are sent to the EM administrator, refer to Oracle Enterprise Manager
12¢ Configuration Best Practices [1553342.1].
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ORACLE Enterprise Manager Cloud Contral 12¢ Setp Hep v | sR svsMan~ | Logout O
@ History ~ Search Targe [+]
4 Management Services and Repository @ B .orade.com
R oMs and Repository = (%) | Page Refreshed Apr 26, 2013 9:54:52 AM PDT
Incident Manager: Events without incidents
Views Q Search | Actions v View ~ | b0 View searchaiteria ¢ Clear...
Standard |severifMessage [Targetmame  [TargetType  |EventReported  |category  [LastUpdated Incident D
My open inddents and problems B A usersrsioggedon from i haem2a1 Database InstancApr 19, 2013 8:28:5¢ Security Apr 19, 2013 9:29:26
bsridaaens A\ User 5¥5 logged on from haem241 Database Instanc Apr 21, 2013 1:43:5 Security Apr 21, 2013 1:44:05
{inaichriawlidiged taeseris &\ User 5Y5 logged on from haem2a2 Database InstancApr 19, 2013 9:29:01 Security Apr 19, 2013 9:29:15
b et A Flesystem [dbfs_drect has 11.65% avalable space, fallen below warning (2 rack Host Apr 26, 2013 7:07:1CCapacity  Apr 26, 2013 8:28:08
Momerrb ik 4\ Disk Group RECO_DADZAB requires rebalance because the space usage imba +ASM_dadzab-chCluster ASM  Apr 23, 2013 3:18:53Capacity  Apr 23, 2013 9: 18:58
i ———— & Loader Throughput (rows per second) for Loader_D exceeded the warning t .orad Orade Managem: Apr 26, 2013 4:43:3zPerformance  Apr 26, 2013 4:43:4C
Allopen probiems &\ User Y5 logged on from dadzab07.us.orade. com. haem251 Database InstancApr 19, 2013 3:27: 15 Security Apr 19, 2013 3:27:2C
o — A\ User 5¥5 logged on from dadzab03.us.orade. com. haem252 Database Instanc Apr 13, 2013 3:31:55 Security Apr 13, 2013 3:32:1¢
vents without inciden %
& User Y5 logged on from slc00ek). haem252 Database InstancApr 19, 2013 3:31:5 Security Apr 19, 2013 3:32:2¢
Rows Selected 1 Columns Hidden 14 Row count: 9
=
4\ User SYS logged on from . () Add Comment ... More |+
General My Orade Support Knowledge Updates Histary
ﬂ | Event Details | Guided Resolution i
Metric Audited User Diagnostics Actions
: View topalogy Reevaluate Alert
Metnclyoey e sk View recent configuration changes  Edit Thresholds
Username_Machine SYS_ Viow Metric Help
Targer. Tiaemani (Datihate Tishrice) @ @ This event will be automatically cleared when the underlying issue is resolved.
EventReported Apr 19, 2013 9:28:56 PM GMT = . : -
e v @ To stop repeat notifications, create an incident for this event and acknowledge it.

Figure 25: Open Events Page

Clicking on an individual message will provide more details for that particular alert. Look for
repeating messages and address these first. Some alerts must be manually closed, such as TNS errors
or alert log errors. These will have an additional action of Close as seen below. Clearing these errors
regularly helps maintain a clean environment. This can also be done with the EM CLI utility using
the clear_stateless_alerts flag.

s Loader Throughput (rows per second) for Loader_D exceeded the warming threshokd (100). Current values 0055 Tl ek Carrersmnt tasre
General Py ¥ b Buppe | Kl Ut ey

{ = Event Detais
L

Figure 26: Event Detail

Note: You may see BEA-337 [WebLogicServer] errors coming from WebLogic Server. By default
WLS will ping applications and wait for a response for up to 600 seconds. EM will keep threads
running as long as there is work in the queue so they will not respond to a heartbeat, causing WLS to
timeout and error. To work around this, increase the stuck thread timeout in the Admin server. This
is done by logging onto the WLS Admin server. Click on Environment in the top right side menu and
expand Servers. For each server, click on the server name and then on the Tuning tab on in the middle
window. Change the value for Stuck Thread Max Time to 1800. Save and activate the change. This
will require a restart of the OMS server.
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@ 1ncident (BEA-337 [WebLogicServer]) detected in fu01/app/oraclefcc_inst/user_projects/domains/CCDomainA/s
General My Oracle Support Knowledge Updates History

‘ ~| Event Details

Target [Farm01_CCDomainA/CCDomainA/EMGC_OMS1 {Orade WebLogic Server) @

Event Mar 23, 2013 12:20:18 AM GMT
Reported

Last Mar 23, 2013 12:20:26 AM GMT
Updated

Message Incident (BEA-337 [WeblogicServer]) detected in full/appjoradefcc_instfuser _projects/domains/CCDomainA fservers/EMGC_OMS 1/adr/diag
JofmfCCDomainA/EMGC_0OMS 1/alertlog.xml at timeline number: Fri Mar 22 17:19:09 2013/4484

Last Incdent (BEA-337 [WeblLogicServer]) detected in full/appjoradefcc_instfuser _projects/domains/CCDomaina fservers/EMGC_OMS 1/adr/diag
Comment fofm/CCDomainA/EMGC_OMS 1falertflog.xml at time/line number: Fri Mar 22 17:19:09 2013/4484: on Mar 23, 2013 12:20:18 AM GMT

IncidentID 562537
Category Diagnostics, Fault
Recorded Mar 23, 2013 12:20:18 AM GMT

Figure 27: Timeout Error

2. Target Incidents - Click on Enterprise / Monitoring / Incident Manager. The list of incidents
can be sorted by clicking on the column heading. To find the highest number of repeating error
messages to address first, click on the Summary column to sort by error message.

3. System Errors — EM 12c provides a system error log page. This page details the errors found on
the repository and/ot the management services. The URL to this page is

http:/ /your_em_link/em/console/health/healthSystemError. This page will provide information
such as the component type, the agent monitoring that component, date and time of the etror, level,
and the error message text. It is used for advanced fault research and should only need to be
reviewed to help resolve a problem that has not been resolved through any of the other event and
incident management tools. It is best to work with Oracle Support for help in resolving these issues.

ORACLE Enterprise Manager Cloud Control 12c Qs | logowt O

Drnformation
Oy the frst Use Search®
Latest Data Colected From Target Mar 26, 2013 25236 PHGHT (7
Delete Al Ervors |
Saarch
Cangonent Type | 21 Campanents I~ Level [ Al Leveis [ ]
Source | Al Components = agent]
o
Ermor Text masterAgent
General Maitenance
Optmzer Statsts Gatherng
Loader
Delete | Metric Data Load 1250F 2000 [ Next 25
Target =
Select Al | Select Mane Repasitory etncs
T Derived Assace
Select | Type Agent M Progerties -ECM i | Errar Text
E T PLUGIN L IFECYCLE :
Aol RN UploadType: aert Flle: java.sdi. SQLException: CRA-20615: EAEEED)
Loader e y it o (polcy E77240) ey (violaton_evel ~CLEAR) (collcton e 013 3 8 ) CRA GBI ML R AL e 208
iiand e ORA-06512: ot 'SYSMAN.BM _VIOLATICN_CHECKS", Ine 291 ORA-04088: crror g exeaution of igger ‘STSMAN.EM_VIOLATION_CHECKS' ORA 06512 atine
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i + SYSMAN.EM_VIOLATION_CHECKS", ine 291 ORA-04088: error during executan of ngger ‘SYSMAN.EM_VIOLATION_CHECKS' ORA-DS512: atine 12
= . N UploadType: sert Fle: jave.54/.5GL Excepbon: ORA- 20615 b _gud e e D)
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Figure 28: Health System Error Page

Log & Trace Files

As part of diagnosing problems with the different EM components, it is important to
review the log and trace files for these components. The table below details the standard
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location for log and trace files broken down by the different components. For more
details on managing log files, refer to Oracle Enterprise Manager 12¢ Clond Control
Administrator’s Guide.

Table 7: LOG/TRACE FILES

EM COMPONENT LOG FILES TRACE FILES
Oracle $EMSTATE/sysman/log (“emctl getemhome” will return the
Management Ig(:.atlon for SEMSTATE) $EMSTATE/diag/ofm/emagent/emagent/trace
Agent /u01/app/oracle/em/agent_inst/sysman/log
Oracle $MWARE/gc_inst/em/<OMSNAME>/sysman/log (where $MWARE/gc_lnstj_em/<0MSNAME>/sysman/|og
B ) . (where SMWARE is the middleware home and
Management $MWARE is the middleware home and OMSNAME is the OMSNAME is the name of the oms instance ex:
Service name of the oms instance ex: EMGC_OMS1) EMGC_OMS1) ’
<EM_INSTANCE_BASE>/<webtier_instance_name>/diagn
Oracle HTTP ost.lcsllogsloHS/<ohs_name>
Server (OHS) Ex:
/u01/app/oracle/MWare/gc_inst/WebTierlH1/diagnostics/log
s/OHS/ohs1
<EM_INSTANCE_BASE>/<webtier_instance_name>/diagn
ostics/logs/OPMN/<opmn_name>
OPMN Ex:
/u01/app/oracle/MWare/gc_inst/WebTierlH1/diagnostics/log
s/OPMN/opmn
<EM_INSTANCE_BASE>/user_projects/domains/<domain_
name>/servers/<SERVER_NAME>/logs/<SERVER_NAME
Oracle >.log
WebLogic Ex:
/u01/app/oracle/MWare/gc_inst/user_projects/domains/GCD
omain/servers/EMGC_OMS1/logs
Incident Files

OMS Incident Files

Any errors in these log files indicate product defects (bugs). Open an SR with Oracle Support for
these issues. There are two different locations for the Automatic Diagnostic Repository (ADR)
incidents created on the OMS servers. These are as follows:

WebLogic Server incidents:
<EM_INSTANCE_BASE>/usetr_projects/domains/<domain_name>/servers/ <SERVER_NAME
> /adr/diag/ofm/EMGC_DOMAIN/EMOMS/incident

Ex:

/u01/app/oracle/MWare/gc_inst/uset_projects/domains/ GCDomain/servers/ EMGC_OMS1/adr/
diag/ofm/EMGC_DOMAIN/EMOMS/incident

EMS incidents:
<EM_INSTANCE_BASE>/user_projects/domains/<domain_name>/servers/<SERVER_NAME
> /adr/diag/ofm/<domain_name>/<SERVER_NAME> /incident

Ex:

/u01/app/oracle/MWare/gc_inst/uset_projects/domains/ GCDomain/servers/ EMGC_OMS1/adt/
diag/ofm/GCDomain/EMGC_OMS1/incident

Agent Incident Files

The ADR incidents created for the Agent are found here:
$EMSTATE/diag/ofm/emagent/emagent/incident
Ex:
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/u01/app/oracle/em/agent_inst/diag/ofm/emagent/emagent/incident
NOTE: For more details on gathering incident information, refer to 12¢ Cloud Control: How to Invoke ADK
Command Interpreter (adrei) in OMS or Agent Home? [1512905.1

Troubleshooting

The following are high-level process flows for troubleshooting various issues with Enterprise Manager.
Table 8: TROUBLESHOOTING

ISSUE COMPONENT

Performance 1. Run repvfy execute optimize (for further details on this repvfy command, refer to ORACLE
ENTERPRISE MANAGER 12C CONFIGURATION BEST PRACTICES [1553342.1])
2. Evaluate DB Performance, locks, waits, etc.
3. Look for ADDM recommendations
4.  Validate SYSMAN statistics
5. Run repvfy dump performance

6.  Run repvfy dump errors

Jobs 1. Check DBMS SCHEDULER Status
2. Check value of JOB_QUEUE_PROCESSES
3. Run repvfy dump job_health
4. Check for errors relating to a specific job failure (see MOS note 744645.1 to identify the job)

5. Refer to MOS notes 783357.1 and 1520580.1 for further help in diagnosing an issue with Jobs

Notifications — if a 1.  Check event/incident details to see if Notification was triggered

notification is 2. Check EM Jobs Service — Notification Job

missing or late .
3. Run repvfy dump notif_health

Events — missing 1.  Check for loader backlog (repvfy dump loader_health)

event or incident 2. Check agent status (not blocked, uploading?)

3. Check target thresholds

4. Check incident rules

OMS Availability — 1. Verify that the repository database and listener are up
see MOS note 2
1432335.1 for

details on OMS

Process Control

Verify that the sysman, sysman_opss, sysman_mds user accounts in the repository database are

open
3. Check log files (see MOS note 1448308.1)
. emctl - <EM_INSTANCE_BASE>/em/EMGC_OMSn/sysman/log
. OPMN - <EM_INSTANCE_BASE>/WebTierlH1/diagnostics/logs/OPMN/opmn
. HTTP_SERVER - <EM_INSTANCE_BASE>/WebTierlH1/diagnostics/logs/OHS/ohs1
. EM Node Manager - <EM_INSTANCE_BASE>/NodeManager/emnodemanager

. Admin Server -
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<EM_INSTANCE_BASE>/user_projects/domains/GCDomain/serverssEMGC_ADMINSERVE
R/logs

. EM Managed Server -
<EM_INSTANCE_BASE>/user_projects/domains/GCDomain/serverssEMGC_OMS1/logs

4. For diagnosing issues with connectivity between OMS and the Repository, refer to MOS note:
1448007.1

Target Availability 1.  Check gcagent.log for ERROR messages
2. Run repvfy dump target

3. Run repvfy dump availability

Conclusion

As an environment grows for any enterprise, the dependency on Oracle Enterprise Manager 12¢ to
help monitoring and administer the environment becomes very important. This also means that the
EM environment itself must be supported, maintained and treated as highly available as the most
highly available target it manages. Therefore, this means that EM must be propetly configured,
monitored, maintained and high performing to provide the daily monitoring and administration

capabilities that an enterprise requires to maintain their environment.
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