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Safe	Harbor	Statement
The	following	is	intended	to	outline	our	general	product	direction.	It	is	intended	for	
information	purposes	only,	and	may	not	be	incorporated	into	any	contract.	It	is	not	a	
commitment	to	deliver	any	material,	code,	or	functionality,	and	should	not	be	relied	upon	
in	making	purchasing	decisions.	The	development,	release,	and	timing	of	any	features	or	
functionality	described	for	Oracle’s	products	remains	at	the	sole	discretion	of	Oracle.
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ZDLRA	HA	for	Backup	&	Recovery	MAA	Configuration
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• The	Oracle	Maximum	Availability	Architecture	(MAA)	best	practice	to	protect	the	ZDLRA	against	site	disasters	and	
system	outages	is	to	have	a	ZDLRA	replica.		

• With	a	ZDLRA	replica,	protected	database	backup,	redo,	and	restore	operations	continue,	preserving	complete	data	
protection.

• This	presentation	will	address	how	to	configure	protected	database	failover	to	a	downstream	ZDLRA	when	the	
upstream	Recovery	Appliance	is	unavailable	due	to	unplanned	or	planned	outages.		

• The	focus	is	on	RMAN	backup	and	redo	operations.		After	configuration,	no	client-side	changes	are	required	for	the	
daily	RMAN	backup	operations	when	the	upstream	Recovery	Appliance	has	planned	or	unplanned	outages.

• For	the	detailed	configuration	steps,	refer	to	My	Oracle	Support	note:	
Configuring	High	Availability	ZDLRA	Client	for	Backup	and	Restore	(Doc	ID	2432144.1)	
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Solution	Overview
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This	presentation	provides	the	steps	required	to	configure	a	protected	database	for	transparent	failover	of	backup	operations and	–
when	used	- redo	transport	to	a	downstream	Recovery	Appliance. The	following	is	assumed:

1. Real	time	redo	transport	is	enabled.				During	the	outage	of	the	upstream	ZDLRA,	the	redo	transport	will	fail	over	to	downstream
ZDLRA

2. The	protected	databases	used	in	the	subsequent	examples	are	12.1	(CDB121DR)	and	12.2		(CDB122DR)	container	databases	with	
one	pluggable	database	each.

3. An	upstream	Recovery	Appliance	(RAHADR1)

4. A	downstream	Recovery	Appliance	(RAHADR2)

5. A	common	VPC	user	called	HADR_COMMON_VPCUSER	was	created	on	both	Recovery	Appliances	and	must use	the	same	
password	on	both.

6. A	local	VPC	user	called	HADR_LOCAL_VPCUSER	created	on	both	Recovery	Appliances	but	the	password	can	be	different	between	
the	two.

7. A	replication	server	between	RAHADR1	and	RAHADR2	is	using	the	VPC	user	REPUSER_FROM_HADR1
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Requirements

9

Upstream	Recovery	Appliance	
Release:	12.2.1.1.1.201805-RELEASE	
or	later

Downstream	Recovery	Appliance	
Release:	12.2.1.1.1.201805-RELEASE	
or	later

RDBMS	12.1.0.2.171017	or	later	+	
One-Off	Patch	25926338

RDBMS	12.2.0.1.180116	or	later	+	
One-Off	Patch	27757888

Enterprise	Manager	13	Release	2	
(EM	13.2.2.0.180430)	or	later

- OR	-
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Setup	and	Configuration	(ZDLRA)	- VPC	Users	Creation
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On	each ZDLRA	(RAHADR1	and	RAHADR2),	
create	two	VPC	users	for	the	protected	database

On	the	downstream ZDLRA	(RAHADR2),	
create	the	VPC	user	to	be	used	by	the	replication	serverRAHADR1 RAHADR2
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Setup	and	Configuration	(Protected	Database)	- tnsnames.ora
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On	the	protected	database	and	on	each	database	server	(if	it	is	RAC	configured)	
update	the	tnsnames.ora	under	the	oracle	database	home.

IMPORTANT:	If	ra_install.jar	was	used	on	the	protected	database,	ensure	that	there	
are	no	${ORACLE_HOME}/dbs/ra${ORACLE_SID}.ora files	on	any	of	the	database	
servers.			The	presence	of	this	file	has	the	effect	of	overriding	all	the	configuration	
parameters	defined	further.



Copyright	©	2018,	Oracle	and/or	its	affiliates.	All	rights	reserved.		|

Setup	and	Configuration	(ZDLRA)	- Replication	Server	creation
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On	the	Upstream	ZDLRA:	
1. Create	a	replication	wallet	if	it	does	not	exist
2. Add	the	VPC	replication	credentials	to	the	replication	wallet
3. Create	the	replication	server

RAHADR1 RAHADR2
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Setup	and	Configuration	(ZDLRA)	- Protected	Database	Enrollment
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On	the	Upstream	ZDLRA:	
1. Create	a	protection	policy	to	be	used	by	the	protected	database
2. Add	the	protected	database	to	the	ZDLRA
3. Grant	the	database	access	to	the	VPC	user

RAHADR1 RAHADR2
On	the	Downstream	ZDLRA:	
1. Create	a	protection	policy	to	be	used	by	the	protected	database
2. Add	the	protected	database	to	the	ZDLRA
3. Grant	the	database	access	to	the	VPC	user

On	the	Upstream	ZDLRA:	
1. Add	the	protection	policy	to	the	replication	server
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Setup	and	Configuration	(Protected	Database)	- Registration
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On	the	Protected	Database:	
1. Configure	the	sqlnet.ora	file	that	will	be	used	by	RMAN	

to	connect	to	the	correct	Recovery	Appliance	– if	the
protected	database	is	RAC,	this	should	be	done	on	all
nodes.

2. Create	auto-login	wallet	to	store	the	the	VPC	users
credentials.

3. Create	credential	aliases	for	each	of	the	three	credentials	
that	will	be	used	by	RMAN.

4. Verify	that	the	credentials	are	working	correctly
5. Register	the	protected	database	with	RMAN	in	the	

Upstream	ZDLRA
6. Perform	a	test	backup		of	the	current	controlfile.
7. List	the	backup	you	just	created	to	verify	it	is	available

on	both	Upstream	and	Downstream	ZDLRA.
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Setup	and	Configuration	(ZDLRA)	– Add	Remaining	Grants	
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On	the	Upstream	ZDLRA	(RAHADR1):	
1. Add	the	grant	access	to	the	

remaining	VPC	user	(HADR_COMMON_VPCUSER).

RAHADR1 RAHADR2
On	the	Downstream	ZDLRA	(RAHADR2):	
1. Add	the	grant	access	to	the	two	remaining	

VPC	users	(HADR_LOCAL_VPCUSER	and	
HADR_COMMON_VPCUSER)

From	the	protected	database	:	
1. Verify	that	the	credentials	are	working	correctly.
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Setup	and	Configuration	(Protected	Database)
RMAN	configuration
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On	the	protected	database:	
1. Configure	the	SBT_TAPE	channel	device	parameters	

for	use	with	the	DR_RAHADR	alias.
2. Optionally	configure	additional	parameters,	which	are	

best	practice	recommendations.
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Setup	and	Configuration	(Protected	Database)
Real-Time	Redo	Transport configuration
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Real-Time	Redo	Transport	for	protected	databases	can	be	configured	to	use	the	upstream	RA	when	available,	
and	if	not,	failover	to	use	the	downstream RA.		When	the	upstream	RA	becomes	available	again,	redo	transport	will	
automatically	use	the	upstream	RA.

Start	by	configuring	the	redo_transport_user and	then	choose	either	of	the	options	below.
1. Data	Guard	Broker	can	be	used	to	manage	the	settings
2. Init.ora	log_archive_dest parameters
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Setup	and	Configuration	(Protected	Database)
Real-Time	Redo	Transport configuration	(Option	1)
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Configuring	Real-Time	Redo	Transport	using
Data	Guard	Broker

Important:	Important:	If	Redo	Transport	does	not	start,	
attempt	to	restart	database	instance	to	register	and	
enable	new	wallet	configuration.
For	a	RAC	configuration,	you	restart	one	RAC	instance	at	a	
time	in	a	rolling	fashion	to	maintain	database	service	uptime.
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Setup	and	Configuration	(Protected	Database)
Real-Time	Redo	Transport configuration	(Option	2)
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Configuring	Real-Time	Redo	Transport	manually

Important:	If	Redo	Shipping	does	not	start,	then	you	may	need	to	bounce	the	protected	database.		For	a	RAC	database,	this	can	be	done	in	a	rolling	fashion.
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Operations	(Protected	Database)	– Create	RMAN	backup	scripts
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On	the	protected	database:	
1. On	one	of	the	hosts,	create	the	

backup_database_rahadr1.rman text	file.
2. On	one	of	the	hosts,	create	the	

backup_database_rahadr2.rman text	file.
3. Load	the	HADR1	script	into	the	RAHADR1	

Recovery	Appliance.
4. Load	the	HADR2	script	into	the	RAHADR2	

Recovery	Appliance.
5. Verify	the	RMAN	access	to	the	script	using	

the	VPC	credentials.
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Operations	(Protected	Database)	– Performing	Backups
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On	the	protected	database:	
1. The	following	RMAN	command	should	be	used	

for	all	RMAN	backup	operations								
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Operations	(ZDLRA)	– Backup	Piece	Gap	Resolution
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• In	case	of	a	failover,	the	backup	process is	transparent	to	the	protected	database.	

• When	the	upstream	(RAHADR1)	becomes	available	again,	the	backups	that	had	failed	over	to	downstream	
(RAHADR2)	need	to	be	transferred	back	to	RAHADR1	to	resolve	the	gap	of	virtual	full	backups.	

• The	gap	to	be	resolved	will	show	as	INDEX_BACKUP	tasks	in	ORDERING_WAIT	state	on	RAHADR1,	as	the	
virtual	full	backup	metadata	is	present	(via	normal	catalog	reconcile	with	RAHADR2	configured	as	
downstream)	but	are	not	yet	physically	present	on	the	appliance.

• To	do	this,	a	PL/SQL	script	was	created	to	look	for	INDEX_BACKUP	tasks	that	are	in	an	ORDERING_WAIT	
state	and	will	then	determine	which	backup	pieces	need	to	be	transferred	to	RAHADR1	from	RAHADR2.	It	
will	then	transfer	these	pieces	in	parallel	(if	possible)	back	to	RAHADR1	using	the	
DBMS_RA.POPULATE_BACKUP_PIECE	API.

• The	script	first	loads	the	RA_POPULATE_BACKUP_PIECE	procedure	into	the	database,	and	then	creates	a	
DBMS_SCHEDULER_JOB	that	runs	every	15	minutes	to	see	if	there	are	any	pieces	that	need	to	be	
transferred.	The	initial	query	is	very	quick	but	if	pieces	are	found,	then	the	job	will	run	for	an	extended	
period	of	time	due	to	the	INDEX_BACKUP	tasks	that	are	created	on	RAHADR1	as	a	result	of	the	
DBMS_RA.POPULATE_BACKUP_PIECE	calls.		The	script	to	be	used	is	tkrmrshadr.sql.
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Operations	(ZDLRA)	– Backup	Piece	Gap	Resolution	(Cont.)
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Note:	For	customers	on	versions	earlier	than	ZDLRA	12.2.1.1.2-201810-RELEASE,	multi-section	backups	are	not	supported	by	DBMS_RA.POPULATE_BACKUP_PIECE.	

For	multi-section	backups,	the	DB	trace	file	with	a	pattern	of	*pdb_<timestamp>.trc will	contain	a	list	of	BACKUP	FROM	SCN	commands	to	be	
executed	on	the	protected	database	(CDB122DR)	to	the	upstream	RA	(RAHADR1)	to	resolve	the	backup	gap.

An	Example	of	the	*pbp_<timestamp>.trc file	showing	6	different	files	that	are	multi-section	backups	is	as	follows:

Note:	For	customers	on	ZDLRA	Version	12.2.1.1.2-201810-RELEASE	or	later,	the	above	restriction	does	not	apply,	i.e.	POPULATE_BACKUP_PIECE	supports	
multi-section	backups.	Ensure	that	the	latest	tkrmrshadr.sql script	is	downloaded	from	MOS	Note	2432144.1	and executed on	all Recovery Appliances.
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