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Introduction

This white paper details how to configure a VMware ESXi 5.1 hypervisor with Oracle ZFS
Storage Appliance and Oracle Fabric Interconnect using IP over InfiniBand protocol (IPolB).
The paper also provides the multipathing best practices and recommendation for configuring
iISCSI and Fibre Channel LUNs in an IPolB environment.

Highlighted in this paper are:

« VMware ESXi 5.1 with Oracle ZFS Storage Appliance and Oracle Fabric Interconnect
environment overview

« How to download, install and enable the Oracle Virtual Networking host driver for VMware
ESXi 5.1

« How to enable IP over InfiniBand VMware uplink network interfaces and configure VMware
virtual switches

« Best practices and recommendations for iISCSI and Fibre Channel (FC) multipathing for
IPoIB

« How to update the firmware of Mellanox InfiniBand host channel adapter (HCA) cards in a
VMware ESXi 5.1 environment

Note: References to Sun ZFS Storage Appliance, Sun ZFS Storage 7000, and ZFS Storage
Appliance all refer to the same family of Oracle ZFS Storage Appliances.
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Overview of Configuration Example's System Components

The following tables describe the hardware configuration, operating systems, and software releases

used in this white papet's configuration example.

Table 1 shows the hardware used.

TABLE 1. HARDWARE USED IN REFERENCE ARCHITECTURE

EQUIPMENT QUANTITY CONFIGURATION
Storage 1 cluster Oracle ZFS Storage ZS3-2
(2 controllers) 256 GB DRAM per controller
1 dual quad data rate (QDR) InfiniBand HCA M2 card per controller
4 x DE2-24C disk enclosure 3TB 7200RPM
2 x DE2-24P disk enclosure 900GB 10k RPM
1 dual port 10GbE network interface card (NIC)
1 dual port 8Gbps FC host bus adapter (HBA)
4 x 73GB Log device
Network 1 Oracle Fabric Interconnect model VP780-CH-QDR
Server 2 Oracle's Sun Blade X6275 M2 10GbE Server Module*

98GB DRAM
2 internal HDDs
1 x NEM switch 1Gbps

1 x dual HCA Mellanox Technologies MT26428 [ConnectX VPI - 10GigE / IB
QDR, PCle 2.0 5GT/s] — Firmware 2.11.2010

* Note that this server module is being updated to Oracle's Sun Blade X3-2B server module (formetly
called the Sun Blade X6270 M3) and the new server module is fully compatible with the listed

reference architecture.

Table 2 shows the virtual machine components used.

TABLE 2. VIRTUAL MACHINE COMPONENTS USED IN REFERENCE ARCHITECTURE

OPERATING SYSTEM

QUANTITY CONFIGURATION

Oracle Linux 6.3

100 Standard Virtual Machine Guest
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Table 3 shows the software used.

TABLE 3. SOFTWARE USED IN REFERENCE ARCHITECTURE

SOFTWARE VERSION

Oracle® ZFS Storage Software 0S8

Oracle Virtual Networking Fabric Switch O.S 3.9.0

Vdbench 5.0.3

SWAT 305 Beta 21
VMware vCenter Server 5.1.0 (Build 880146)
VMware ESXi hypervisor software 5.1.0 (Build 799733)

Oracle ZFS Storage Appliance Settings

The following Oracle ZFS Storage Appliance configurations were used with VMware vSphere5.x and

an Oracle Fabric Interconnect IPoIB environment.

Controllers, Software Release and Disk Pools

Oracle ZFS Storage Appliance ZS3-2 cluster Active/Active mode
Oracle ZFS Storage OS8 Software
2x8 cores 2.10GHz Intel® Xeon® CPU E5-2658 0 @ 2.10GHz per Oracle ZFS Storage Appliance

controller
256GB of DRAM (ARC) L1 cache per Oracle ZFS Storage Appliance controller

1 x dual QDR InfiniBand HCA M2 card (4 physical standalone InfiniBand connections with Oracle
Fabric Interconnect).

A mirrored disk pool (capacity) composed of 84 disks for data and parity, 4 spare disks and 2 SSDs
for log devices. Total of 111TB of usable disk space. See figure 2 for disk layout of capacity disk
pool.

A mirrored disk pool (performance) composed of 38 disks for data and parity, 2 spare disks and 2
SSDs for log devices. Total of 15TB of usable disk space. See figure 3 for disk layout of performance
disk pool.
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Figure 1. Capacity disk pool layout shown on Oracle ZFS Storage Appliance BUI
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Figure 2. Performance disk pool layout shown on Oracle ZFS Storage Appliance BUI
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Note: Additional information on an Oracle ZFS Storage Appliance cluster configuration can be found
in the Sun ZES Storage 7000 System Administration Guide at:

http://docs.oracle.com/cd/E26765 01/html/E26397/index.html

InfiniBand Network Settings for the Oracle ZFS Storage Appliance

This papet's example uses IP over InfiniBand (IPoIB) and standalone InfiniBand interfaces between
Oracle ZFS Storage Appliance and VMware ESXi5.1 hosts. In the example, Oracle ZFS Storage
Appliance has four physical InfiniBand interfaces connected to the Oracle Fabric Interconnect using
InfiniBand connected mode link type (also known as CM link mode). For better performance and
throughput, each InfiniBand interface has been configured with a full 40Gbps and four different IP
addresses which will be presented to VMware ESXi5.1 hosts as Oracle ZFS Storage Appliance i1SCSI
targets. Also, Oracle Fabric Interconnect has four physical InfiniBand connections with VMware
ESXi5.1 hosts which have Mellanox ConnectX-2 HCA InfiniBand cards.

Only the standalone InfiniBand configuration is supported for this environment, so an IPMP
configuration for the Oracle ZFS Storage Appliance is not supported.

Oracle Fabric Interconnect provides a host driver for VMware ESXi5.1 that will be responsible for
enabling the InfiniBand and IPoIB modules in the VMware kernel, so you will be able to configure
40Gbps uplink interfaces to work with Oracle ZFS Storage Appliance. The release 5.3.1 host driver for
VMware ESXi5.1 has been qualified and certified with Oracle ZFS Storage Appliance to work with FC,
iSCSI and NFES protocols.

Note: There is no Oracle Virtual Networking host driver for Oracle ZFS Storage Appliance. For this
environment, a host driver for Oracle ZFS Storage Appliance is not needed. In this example scenario,
the connection among Oracle Fabric Interconnect, VMware ESXi 5.1 hosts and the appliance will be
the same as a standard InfiniBand network topology.

Oracle Fabric Interconnect provides configuration options for virtual network cards (vINICs) and
virtual Fibre Channel adapters (vHBAS). These vNICs and vHBAs act exactly like any other NIC and
HBA and can be dynamically provisioned in the Oracle Fabric Interconnect CLI environment or using

Oracle Fabric Manager.

Because Oracle Fabric Interconnect provides a built-in subnet manager that is part of the firmware and
is responsible for assigning local identifiers (ILIDs) to each port connect to the InfiniBand fabric, as
well as the configuration of the routing table based off the assigned LIDs, you do not need a different

or standalone subnet manager installation for managing your InfiniBand network.

The following figure shows the high-level architecture of the IP over InfiniBand environment for
VMware ESXi5.1 with Oracle Fabric Interconnect and Oracle ZFS Storage Appliance. In this
architecture you will have options to work with an end-to-end IPolIB solution between VMware
ESX.5.1 hosts and Oracle ZFS Storage Appliance.


http://docs.oracle.com/cd/E26765_01/html/E26397/index.html
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Note: The configuration of virtual network interfaces (VNICs) and virtual host bus adapters (VHBAs)
is beyond the scope of this white paper. For more detailed information on these configuration
elements, please refer to the Oracle Virtual Interconnect documentation at:

http://docs.oracle.com/cd/E38500 01/

IPolB
Oracle ZFS Storage
Appliance iscs| ESXi5.1 Host A ESXiS5.1 Cluster
1(6*‘(; (/3 hbz) 40Gbps vmnic_ib0
ps = 40Gbps vmnic_ib1 ESXi5.1 hosts
Infiniband Cards . Infiniband Network A
— IPolB

ESXi5.1 Host B
40Gbps vmnic_ib0 |
40Gbps vmnic_ib1 R

VMware VCenter 5.1
Windows 2008 R2
1Gbps Management

Oracle Fabric interconnect
Oracle Fabric Manager

Virtual NIC
Private Virtual Interconnect
VMotion
vmhic_ib2 and 3

Figure 3. High-level architecture of VMware ESXi5.1 IPolB environment with Oracle Fabric Interconnect and Oracle
ZFS Storage Appliance

On the Oracle ZFS Storage Appliance side, there is one dual InfiniBand card per controller, configured
as shown in figures 4, 5, 6 and 7.

°Sun Super-Userglaie-f330b-h1 LOGOUT = HELP
= = ORACLE ZFS STORAGE Z53-2

SERVICES STORAGE HETWORK SAH CLUSTER USERS PREFERENCES ALERTS
Network Configuration Addresses Routing
To configure networking, build Detalinks on Devices, and Interfaces on Datalinks. Chick on & pencil icon to edit object properies. Select REYERT APPLY
an object to view its relstionship to other objects. Drag objects to extend Aggregations or IP Multipsthing Groups:
Devices atotsl @ Datalinks ciotal @ Interfaces 7 tatal
R = 0 p uml - IPMPOT PE
phey(fiff), Link Mocelcm), via bpl IPAP, IPvd static, 10080 75 61023, via ixghed, xghes
_ |ng32 16k (fu"] i ' b c via goed, 1xgoe:
X =2 bl & M = aie-7330b-h1 & m
W ixgbe3 15h (ful) pkey(fiff), Link Mode(cm), via g1 P4 static, 10.80.74 241423, via ixghe2
W ixgbed 1GH (ful) & inghe & m © aie-7330b-h2 & m
W ixgbes 1Gh (full) i bxghel IPed static, 10.80.74 243023, via ixgbe3
& inghe3 & T b0 & M
PCle 4 wia ixghed IPvd static, 4 addresses | via priff_ibpd
; ¢ ixghed & W < ib1 £ W
ibpU 3265 {port 1) via xchoed P4 static, & addresses, via pifii_ibol
i SHED (i) ¥ ixgheh & W = ixgbed_ipmp & m
wig ixghes P4 static, 0.0.0.008, via ixghed
PCle 5 * ixgbes_ipmp £ M
W ixgbe0 10k (full) 1P+ static, 0.0.000/8, vis ixghes
M ixghel 10Gk Cfull)

Figure 4. InfiniBand interface ib0 network configuration shown on Oracle ZFS Storage Appliance BUI


http://docs.oracle.com/cd/E38500_01/

Configuring VMware vSphere 5.1 with Oracle® ZFS Storage Appliance and Oracle Fabric Interconnect
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Figure 5. InfiniBand interface ib0 IP addresses configuration shown on Oracle ZFS Storage Appliance BUI
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Figure 6. InfiniBand interface ib1 network configuration shown on Oracle ZFS Storage Appliance BUI
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APPLY

Properties

Mame [ib1
Enable Interface
Allow Administration 7

M Use IPv4 Protocol

Configure with: | Static Address List j

IPvd AddressMask (19216581 2/24)
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© @ [192.168.200.2/23
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" Use IPv6 Protocol
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plkey (11, Link Mode(cm), via ibpl

Figure 7. InfiniBand interface ib1 IP addresses configuration shown on Oracle ZFS Storage Appliance BUI

As part of the solution, Oracle Fabric Interconnect provides a host driver for VMware ESXi5.1 hosts
that will be responsible for enabling the InfiniBand uplink physical interfaces in the VMware kernel as

well as the IPoIB communication with Oracle Fabric Interconnect.

The following example shows the output from executing the show physical-server command
line in Oracle Fabric Interconnect. In the example, the hosts aie-6275m2a0 and aie-6275m2al are
working with the ESXi-5.3.1 host driver and the HCA firmware 2.11.2010.

Note: Steps for upgrading the HCA firmware and installing the Oracle Virtual Networking driver in a

VMware environment are listed in the next sections of this white paper.

Figure 8. Output of show physical-server command line shown on Oracle Fabric Interconnect CLI

Refer to the following link for additional, detailed information about the Oracle Fabric Interconnect
ESX host driver as part of the full documentation set for the Oracle Fabric Interconnect.

http://docs.oracle.com/cd/E38500 01

IMPORTANT: Oracle ZFS Storage Appliance IPMP (IP Multipathing Group) configuration is not
supported in this environment. Instead, use the InfiniBand standalone physical network configuration

between Oracle ZFS Storage Appliance and Oracle Fabric Interconnect.
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Installing the Oracle Virtual Networking Host Driver for VMware

Follow these steps to install the Oracle Virtual Networking host driver in a VMware ESXi 5.1 host.

1. Download the Oracle Virtual Networking host driver for VMware ESXi5.1 from the
following link:

http://www.oracle.com/technetwork/server-storage /xsigo-1870185.html

Xsigo Downloads, GPL

The fallowing software is licensed pursuant to the General Public License warsion 2 (the
"GPL". The GPL may he viewred atthis [ocation arin the downloaded software.

Host Drivers

#® Oracle virtual Metworking Drivers for Gracle Enterprise Linuy
(mdasum: 2260a26ccce0036f hSeleb25hT5adah)

# Oracle Yirtual Metworking Drivers for RedHat Enterprise Linux
{mdSsum: 5Mba1 9501 33335af04cdh28965a653)

#® Oracle virtual Metwarking Drivers for Wiiware ES3 8.1
{mdosum: Td9cEdlad3aabedbf 8b023e107 T adeld)

# Oracle virtual Metwarking Drivers for yhiware ESX &
{mdasum: c4adcy89488f20fEA66d5c2f2d11h638)

# Oracle virtual Metwaorking Drivers for Witware ESH 4.1
(rmd5surm: 3801 dddbh83h8kb420deTdbechel 203c0a)

# Oracle virtual Metworking Drivers for Qracle Wi
(md5sum: 415bhd633bEafEaT a8bh 77 545hec5T 551

®OYM 2.2.1 Drivers version 6.0.6
{mdfsum: fe70310chefial 5908837 8h1 eaZd2682) Release Motes

HCA FW Utils

# Oracle virtual Metwarking Tool to burn option RO 4,002 for Linog
{md5surm: 02954249471 2a000h00b1 2867 4184 7056)

# Oracle virtual Metworking Tool to burn option RO 4.0.2 for Microsoft Windows
(md5sum: 37ec1517ead034beadd92ab67 ecad5a06)

Figure 9. Download link for Oracle Virtual Networking host driver for VMware ESXi5.1

2. Copy the .zip file to your ESXi5.1 hosts and install:

/tmp # esxcli software vib install -d /tmp/xsigo_5.3.1.ESX.1-
lvmw.510.0.0.613838.zip

Note: Ensure that you have included the full path to the .zip file. The example uses the /tmp folder.

The screen output indicates that the installation completed successfully, but the system needs to be
rebooted for the changes to be effective.

10
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Reboot Required: true
VIBs Installed: Mellanox bootbank net-ib-core 5.3.1.ESX.1-
10EM.510.0.0.613838, Mellanox bootbank net-ib-ipoib 5.3.1.ESX.1-

10EM.510.0.0.613838, Mellanox bootbank net-ib-mad 5.3.1.ESX.1-
10EM.510.0.0.613838, Mellanox bootbank net-ib-sa 5.3.1.ESX.1-
10EM.510.0.0.613838, Mellanox bootbank net-mlx4-core 5.3.1.ESX.1-
10EM.510.0.0.613838, Mellanox bootbank net-mlx4-ib 5.3.1.ESX.1-
10EM.510.0.0.613838, VMware bootbank net-xscore 5.3.1.ESX.1-
lvmw.510.0.0.613838, VMware bootbank net-xsvnic 5.3.1.ESX.1-

lvmw.510.0.0.613838, VMware bootbank net-xve 5.3.1.ESX.1-1vmw.510.0.0.613838,
VMware bootbank scsi-xsvhba 5.3.1.ESX.1-1vmw.510.0.0.613838

VIBs Removed:

VIBs Skipped:

3. Reboot the ESXi5.1 hosts and execute the following command line to ensure that the Oracle
Virtual Networking host driver for VMware has been successfully installed.

/tmp # esxcli software vib list | grep -i 5.3.1.ESX.1

monotnonoononon
[ o

o

e e e s e
|
= T = T e

1.
1.
1.
1.
5 1.
5 1.
1.
1.
1.
1.

o

Figure 10. Output from esxcli software vib list showing on VMware CLI environment

Enabling IP over InfiniBand (IPolB) Interfaces

After installing the VMware host driver for ESX5.1 hosts, you must enable the InfiniBand IPolB
uplink interfaces on the VMware ESXi5.1 hosts as part of the overall installation process. The

following simple steps must be completed before any additional configuration can take place.

1. Login to the ESXi5.x host as user root.
2. Runthe /sbin/xg ctrl ipoib enable command.
3. Reboot the ESXi5.x hosts.

Note: The ESXi5.x hosts must be rebooted to complete the configuration.

11
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To disable the IPoIB driver, use the disable command. Then reboot the ESXi5.x hosts.
/sbin/xg_ctrl ipoib disable

reboot

On the ESXi5.x hosts CLI, execute the esxcfg-nics -1 command to ensure that the new
InfiniBand vmnics have been successfully created. the following figure shows the two new vmnics,

called vmnic_ib0 and vminc_ib1.

1500

Figure 11. Output of the VMware esxcfg-nics -1 command in the VMware CLI

Network Adapters
Device | Speed | Configured | Switch | MaC Address | Observed 1P ranges
Intel Corporation 80003ES2LAN Gigabit Ethernet Controller
ER vmnicl 1000 Full  Megotiate wSwitcho 00: el 2f:24:90  10.80,74.1-10,80.74.127
B vmnic Diain Meqgotiate Maone 00: 1eied: 2F124:% Mone
Intel Corporation 82571EB Gigabit Ethernet Controller
BB vmnic3 1000 Full  Megotiate Mare O0:c0:dd:0acb0i2f 10.80.74.1-10.80.74.127
R vmnic2 1000 Full  Megotiate Marne 00:c0:dd:0acb0:ze 10.80.74.1-10.80.74.127
Ellanm-: Technologies MT26428 [ConnectX ¥PI - 10GigE / IB QDR, PCle 2.0 5GT,'s]
BB vmnic_ibl 40000F... Megotiate w3mitch2 00:21:25:a1:47:2e  Mone
BB vmnic_ibd 40000F... Megotiate w3mitch2 00:21:28:al:47:2d  Mone

Figure 12. InfiniBand uplink interfaces shown on VMware vSphere client network adapters page

At this point you will be able to create a new VMware virtual switch (vSwitch) with the vmnic_ib0 and
vmninc_ib1 InfiniBand over IP uplink interfaces as well as present Oracle ZFS Storage Appliance
iSCSI LUNSs and NFS shares to your VMware ESXi5.1 hosts. The following example shows the
created vSwitchO1 with a VMkernel port called IBoIP. To configure a vSwitch, use the following steps
and graphic example.

1. In the VMware vSphere client, select the ESXi5.1 host for which you want to configure a new
virtual switch. Select the Configuration tab, then Networking and Add Networking as seen
in the following figure.

12
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Y AIE-6250H - ¥Sphere Client

File Edit ¥iew Inventory Administration Plug-ins Help

|Q Home b o] Inwentory b [l Hosts and Clusters

‘ W Search Inventory

& & g
B [ AIE-6250H

=] Datacenter01
= [ Lab0l

[, [aie-4440c.us.oracle.com

Yiew: | vSphere Standard Switch  vSphere Distributed Switch

Alarms

- Hardware
[R, aie-4440d us.oracle.com
& linux Processors Networking Refresh | Add Netwaorking...
Memary
+ Metwarking Standard Switch: wSwitchd Remove...  Properties. .
“firtual Machine Port Group Physical Adapters
Starage Adaphers
gk b " [ WM Hetwark 2} BB vonicd 1000 Ful 2
Meh Adapt
A: e ; ;i_‘a's B 1 virtusl machine(s)
vanced Settings
= linzz G
Pawer Management
WMkemel Port
Coftware [ Management Network Q.

winkD : 10,80,74.,150
[ 2606:b400:410:662: 221: 26FF:Fe00:5f8
Fefi::221:28fF: Fe00: 5

Licensed Features
Time Configuration
DNS and Routing

Figure 13. Configuring a VMware virtual switch shown on the VMware vSphere client

The windows for the remaining configuration steps are all displayed in the following figure.
2. In the next screen, in the connection type box, select VMkernel and click on Next.

3. In the VMkernel network access screen, select the network adapters that will be part of your
new virtual switch. The example shows selection of the two InfiniBand network adapters,
vmnic_ib0 and vmnic_ib1. Click on Next.

4. In the Port Group Properties section, enter a network label and select a VLAN ID that best
matches your virtualized environment. Leave the 'Use the port group for vMotion,' 'Use the

pott group for fault tolerant logging' and 'Use the port group for management traffic' options
unchecked. Click on Next.

5. In the next window, enter the IP address and subnet mask for your new network connection
and click on Next.

6. Review your network configuration (this window is not seen in the example figure) and click
on Finish to create your new VMware virtual switch.
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) Add Network Wizard =1olx|

Connection Type
Hetworking hardware can be partitioned to accommodate each service that requires connectivity.

Connection Type

Metwork Access Connection Types
Connection Settings
Summary € virtual Machine

add a labeled network to handle virtual machine network traffic,
' yMkernel

The YMkstnsl TCPIP stack handiss traffic For the Following ESXi services: vSphers viotion, 5C5T, NFS,
and host management.

dd Network Wizard (=] 3]
¥Mkernel - Network Access
The ¥Mkernel reaches networks through uplink adapters attached to vSphere standard switches,

Connection Type Selsct which vSphere standard switch will handle the network traffic For this connection, You may also create a new
Network Access wSphere standard switch using the unclaimed network adapters listed below.
Connection Settings =
Summary @ Create a vSphere standard switch ~ speed Metwarks
Intel Corporation 80003ES2LAN Gigabit Ethernet Controller
[~ B wnico Down None
Intel Corporation 82571EB Gigabit Ethernet Controller
B wnicz 1000 Ful 192.168,50,1-192,168.50.1
[~ BB wnic 1000 Full 0.0.0.1-255,255,255. 254
Mellanox Technologies MT26428 [ConnectX ¥PI - L0GIgE / IB QDR, PCIe 2.0 5GT/s]
VBB wmnic_bo 40000 Full Mone

Help

P BB wmnic_ibt 40000 Full Mone

Add Network Wizard =] 5]

¥Mkernel - Connection Settings
Use network labels b identify WMkernel connections while managing your hosts and datacenters.

Connection Type Port Group Properties

Mebyork Access
[= Connection Settings Network Label: |1pum_u1
1P Settings
YLAN ID (Optional):
Summary (ptional): INDne (o =

I™ Use this port group For wMotion

™ Use this port group For Faulk Tolerance logging

Help I™ Use this port group For management traffic
Freview:
Wikemel Port Physical Adapters
TPolB_01 g BB vronic_ib0
ER vrnic_ibl
Add Network Wizard ] 3]

¥Mkernel - IP Connection Sel
Specify UMkernel IP settings

’ :
Connection Tvpe " Ohbkain IP sttings automatically

Hetwork Access
I Connection Settings * Use the following IP settings:
1P Settings 1P Address: 192 168 , 60 , 5
Summary

Subniet Mask; 255 255 254 , 0

— Mksrns| DeFault Gateway: 0.8 . 75 25t Edit

elp o 5 8

Preview:

Wikemel Port Physical Adapters
IPIB_01 9. BB vrnnic_jb0
192,168,60.5 BB vrnic_ibl

Help < Back | Mext > I Cancel |

Figure 14. Step-by-step configuration for the VMware virtual switch in the VMware vSphere client
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Once your virtual switch has been successfully configured, configure the network teaming, policy
exception and network card failover order, as seen in the following figure and steps.

1. On the VMwre vSphere client, click on Properties of your new virtual switch, and then inside
the Ports configuration, select IPoIB and click on Edit.

2. The IPoIB Properties screen will open. Select the NIC Teaming tab. Inside of Policy
Exceptions, check the following:

e Load balance: Route based on the originating virtual port ID
e Network failover detection: Link status only

e Notify switches: Yes

e  Failback: Yes

e  Failover Order: Select 'Override switch failover order.! Make both Infiniband over IP

uplinks adapters active.

) wewitchl Properties ol x|

Ports INetwork adapters I

PolIB Properties 5[
Configuration | Surnrmarsy
wSwitch 120Ports | General | IP Settings | Securiy | Traffic Shaping  MIC Teaming |
IPolk I vMation and — Palicy Exceptions
Load Balancing: v IRoute based on the originating virtual port I ﬂ
Metwatk Failover Detection: = ILink status only j
Makify Switches: v IYes ﬂ
Failback: v Ives j
Failover Crder:
v override switch Failover order:
Select active and standby adapters for this port group, In a failover situation, standby
adapters activate in the order specified below,
Mame | Speed | Metworks Mawe g I
Active Adapters
E@ vmnic_ibo 40000 Ful Mone MI
E@ wmnic_ibl 40000 Full More
STy AapOeS
Unused Adapters
4 | o
Add... —adapter Details
Marne:
Location:
Drriver:
Ok I Cancel Help

Figure 15. VMware virtual switch properties configuration
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Recommendations for VMware ESXi5.1 Multipathing Settings for iISCSI

In this environment, the supported VMware Storage Array Type Plug-in (SATP) for Oracle ZFS
Storage Appliance iSCSI LUNSs is VMW_SATP_DEFAULT_AA and the supported VMware Path
Selection Policy (PSP) is round-robin VMW_PSP_RR. It is important that you add the multipath
policy before presenting or even scanning any new Oracle ZFS Storage Appliance LUNS.

The following VMware multipath policy needs to be included on your VMware ESXi5.1 hosts. To
implement this, open an SSH session to your ESXi5.1 hosts and use the following instructions:

Identify if your ESXi5.1 hosts already have some policy for Oracle ZFS Storage Appliance
using the following command. If the command does not return any value, there is no existing
SATP storage policy for Oracle ZFS Storage Appliance and you can add the new rule.

esxcli storage nmp satp rule list | grep -i ZFS

Add the VMware multipath rule for Oracle ZFS LUNSs.

esxcli storage nmp satp rule add --vendor="SUN" --model=""ZFS*" --
satp=VMW_SATP DEFAULT AA --psp=VMW_PSP_RR

Ensure that the new rule has been successfully added so that you can present the Oracle ZFS
Storage Appliance iSCSI LUNS.

esxcli storage nmp satp rule list | grep -i ZFS

VMW_SATP DEFAULT AR SUN ~ZFS* user
VMW_PSP_RR

After presenting the iSCSI LUNSs, ensure that the new SATP rule has claimed all new iSCSI LUNS to
work with the right SATP and PSP multipath policies combination.

7 SUN iSCSI Disk {naa.600144f0c54a80e4000051f6cfch0001) Manage Paths x|

—Policy

Path Selection: IRuund Robin (¥Mware) j Change:

Storage Array Type: VMW _SATP_DEFALLT _A&d

—Paths
Runtime Mame Target | Lon | Status | Preferred |
wmhba38:CO:TO:L0 ign. 1986-03.com.sun: 02141 3c6678-5739-c058-F1b2-f54... O & Active (If0) |
vmhba3s:C1:TO:L0  ign. 1986-03.com.sun:02:41 3c6875-5739-c058-F1bz-f54... O §  Active (If0)
vmhba38:C2:TO:L0  ign. 1986-03.com.sun: 02141 3c6875-5739-c058-F1bz-f54... O §  Active (If0)
vmhba38:C3:T0:L0  ign. 1986-03.com.sun:02:41 3c6878-5739-c058-F1bz-f54... O §  Active (If0)

Refresh

Mame:

iISCSI
Adapter:

Target:

Runtime Mame:  vmhba33:C0:TO:LO

i5CS1 Alias:

ign, 1998-01,com, vmweare: aie-4440c-6f59bcf0-00023d000001,ign. 1986-03, com,sun: 02141 306878-5739-c058-F1b2-F .,

ign, 1998-01,com, vmware: aie-4440c-6F59bcf0

ign, 1986-03, com,sun: 02:4 1 306878-5739-0058- Lb2-fSdad6dS 7ed?
192,165,200, 1;3260

|

Figure 16. VMware PSP and SATP multipathing policy for iISCSI LUNs shown on VMware vSphere client
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IMPORTANT: The configuration shown in the previous figure example is recommended for Oracle
ZFS Storage Appliance iSCSI LUNSs only and will not work for Fibre Channel LUNs. Once you add
the rule shown, all Oracle ZFS Storage Appliance LUNs will be configured to work with the
VMW_SATP_DEFAULT_AA policy and VMW_PSP_RR (round-robin) multipath policy
combination. However, Oracle Fabric Interconnect provides different options for provisioning virtual
host bus adapters (VHBAs) for your VMware environment, so you could potentially be working with
both protocols (FC and iSCSI) at the same time and also in the same environment. To fix that, you will
need to change the SATP policy for your Oracle ZFS Storage Appliance Fibre Channel LUNs, on
which the VMW_SATP_ALUA policy will be applied.

In this environment there is no additional configuration for NFS protocol. You can use the same
40Gbps IPolIB for configuring VMware datastores based on NFS. However, ensure you have applied
the NFES best practices, recommendations and tuning options as detailed in the following
documentation, "How to Get the Best Petformance from the Oracle ZFS Storage Appliance: Best
Practices for Oracle ZFS Storage Appliance and VMware vSphere5.x."

http://www.oracle.com/technetwork/articles/servers-storage-admin /sto-recommended-zfs-settings-

1951715.html

Apply the IOPs tuning options for all iSCSI and Fibre Channel LUNs. These options are also listed in
the downloadable white paper version "Best Practices for Oracle ZFS Storage Appliance and VMware
vSphere5.x":

http://www.oracle.com/technetwork/server-storage/sun-unified-storage /documentation /bestprac-
zfssa-vsphere5-1940129.pdf

Use the following steps to change the SATP multipath policy for your Fibre Channel LUNs only.

1. Identify all of the Fibre Channel LUNSs attached to your ESXi5.1 host and for which the
SATP multipath policy will change. The following example shows the Fibre Channel LUN
n22.600144£0d230d6¢5000051£fde250001.

esxcli storage nmp device list | egrep -i "SUN Fibre Channel Disk" |
awk '{ print $8 }' | cut -c 2-37

naa.600144£0d230d6c5000051££de250001

2. Alter the SATP multipath policy for this LUN and also enable the policy.

esxcli storage nmp satp rule add --device=
naa.600144£0d230d6c5000051£f£fde250001--satp=VMW_SATP_ALUA --
psp=VMW_PSP_RR
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3. Reclaim the new configuration.

esxcli storage core claiming reclaim --
device=naa.600144£0d230d6c5000051££de250001

(2 SUN Fibre Channel Disk {naa.600144f0d230d6c5000051fde250001) Manage Paths x|
i Policy
Path Selection: [Round Robin {bware) =l Change
Storage Array Type: VI _SATR_ALUA
—Paths
Runtime Name Target LUM | Status | Preferred
svhball:CO:TOLD 2000000024 FF 4 2b:9b 21:00:00: 24:fF 144 2b: %0 [i] & Active (I/0) ‘
xvhbalZiCiTOLD 20:00:00:24:FF44:2b:9b 21:00:00: 24:Ff 1 44: 2% 0 @ Active ([jO)
xvhbal3:CO:TOLD 20:00:00:24:FF:44:2b: 95 21:00:00: 24:FF 1 44: 2b: %8 1} $  Active ([jO)
svhbalgCOiTOLD 20:00000:24:FF 144 2b1 93 21:00:00: 24:Ff 1441 2b1 %8 0 @ Active ([jO)

Refresh |

Marme: fr,5001397100493229:5001 39700049322 9-Fc,20000024fF442b3h: 21000024ff442b9b-naa,600144f0d230d5c500008. .
Runtime Mame:  xvhba01:C0:TO:LO

Fibre Channel
Adapter: 90:01:39:71:00:49:32: 29 50:01:39:70:00:49:32:29
Target: 20:00:00:24:FF144:2b:9b 21:00:00:24:FF:44: 2b:9b

|

Figure 17. VMware PSP and SATP multipathing policy for Fibre Channel LUNs shown on VMware vSphere Client

Conclusion

Oracle Fabric Interconnect's architectute and features for network virtualization were developed to
provide fast throughput, low latency and an intelligent management, providing outstanding
performance for virtualized environments. Oracle ZFS Storage Appliance offers an intelligent caching
technology designed to deliver thousands of IOPS for your virtualized environment as well as the best
throughput and response time for your virtualized applications and databases. In combination with
VMware, Oracle ZFS Storage Appliance and Oracle Fabric Interconnect will deliver a high
performance and low latency virtualized environment to address the demands of your critical

virtualized application.
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Appendix A: Updating Mellanox HCA Firmware

The following section details how to update a Mellanox ConnectX/ConnectX-2 HCA card in a

VMware environment.

IMPORTANT: Before updating the firmware of your InfiniBand HCA, ensure that you have the
correct firmware for your HCA model. Installation of wrong firmware can damage the HCA and make
it unusable. Contact your HCA vendor to obtain the correct firmware for your card. Also, if you are
working with an Oracle Infiniband HCA, refer to support.oracle.com for the latest HCA firmware

release.

Ensure that your Mellanox ConnectX® or ConnectX®-2 are running with firmware version 2.9.1000
ot higher, and the ConnectX®-3 version 2.10.0000 ot higher.

The listed firmware releases are requirements to have ConnectX cards working with multifunction
mode (10GbE and IB). For further information, please refer to the Mellanox web site.

Ensure that the HCA catd is supported by your hardware (servers/hosts). Contact oracle.suppotrt.com

for more information.

There are two ways to update the firmware of your InfiniBand HCA: the “push” option or a LINUX
open source live CD. With the push option, you can use your Oracle Fabric Interconnect director to
push the HCA firmware to your ESXi host, and then have your HCA firmware updated. With the live
CD option you can work with the open source LINUX live CD distribution from which to boot your
ESXi hosts, and then install the Oracle Virtual Networking utility for updating your HCA firmware.

To perform a “push” update, follow these steps:
1. Ensure that your ESXi5.1 hosts already have the Oracle Virtual Networking driver installed.

2. Identify the firmwate release your HCA cards cutrently have. In the Oracle Fabric

Interconnect CLIL, run the following command:

show physical-server your server name hca

You will have an output similar to the following. The version row will tell you which firmware release

your HCA cards are currently working with.

Figure 18. Identifying the HCA cards' firmware release

3. Using an SSH client, copy the right firmware for your HCA cards to the /tmp of your Oracle
Fabric Interconnect switch.

4. On the Oracle Fabric Interconnect CLI, run the following command line to push the new
firmware to your ESXi 5.1 hosts.
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set physical-server your server name upgrade-hca your new firmware name

To petform the 'Live CD' update, follow these steps:
1. Boot your ESXi5.1 hosts with the Linux open source live CD.

2. Configure the network of your new Linux live environment.

3. Download the Oracle Virtual Networking Tool to burn option ROM 4.0.3 for Linux and the
correct firmware to your HCA cards. Using an SSH client, copy both to your Linux live

environment.

4. Unzip and install the RPM of Oracle Virtual Networking Tool to burn option ROM. The
CLI session should look similar to the following:

[root@localhost ~]1# ed /tmp/
[root@localhost tmpl# 1ls -1ltr
total 21636

-rw-r--r--. 1 root root 21488017 Jul 9 00:24 xsigo-hca-firmware-
4.0.3.r177.XGBOOT-1.1386.zip

-rw-r--r--. 1 root root 661228 Jul 9 12:24 SUN0O170000009 fw.img
—rW——————- . 1 root root 0 Jul 25 06:27 yum.log

[root@localhost tmp]# unzip xsigo-hca-firmware-4.0.3.r1l77.XGBOOT-1.i386.zip
Archive: xsigo-hca-firmware-4.0.3.r177.XGBO0OT-1.1386.zip
inflating: xsigo-hca-firmware-4.0.3.r177.XGBOOT-1.1i386.rpm

[root@localhost tmpl# rpm -ivh xsigo-hca-firmware-4.0.3.r177.XGBOOT-

1.i386.rpm
Preparing... FHEFHHEHF AR R
[100%]

l:xsigo-hca-firmware FHEFFHEHFH AR F AR
[100%]

[root@localhost tmp]# /opt/xsigo/bin/xg config

FHHHEH AR R S
4

# (C) 2007,2008 XSIGO SYSTEMS Inc. All rights reserved. This material may not
be

# reproduced, displayed, modified or distributed without the express prior

# written permission of the copyright holder.

FHHHEF AR R
4

FHAH A A S S
44

# Main menu

FhAH A A A A A A A AR A A A A 4
#H4#

Selected card:

Node GUID : '0021280001efedb4!
Board ID : '"SUN0170000009"

20


http://download.oracle.com/otn-pub/otn_software/xsigo/xsigo-hca-firmware-4.0.3.r177.XGBOOT-1.i386.zip

Configuring VMware vSphere 5.1 with Oracle® ZFS Storage Appliance and Oracle Fabric Interconnect

CA type : '"InfiniBand: Mellanox Technologies MT26428 [ConnectX
VPI PCIe 2.0 5GT/s - IB QDR / 10GigE] (rev bO0)'

Firmware version : '2.7.8130"

Hardware version : 'bO!

Option ROM version : 'unknown'

Flash HCA Firmware
Burn Option ROM
Erase Option ROM
Change selected card
0) Quit

Select option> 1

)
)
)
)

Sw N

FHE AR A A A A A A A A A AR A A AR A A AR AR AR A AR A AR AR AR AR A H
#H#

# Flash HCA Firmware Menu

FhAd A At At A A AR A A A A A 4
Hi#

Selected card:

Node GUID : '0021280001efedb4!

Board ID : 'SUNO170000009"

CA type : 'InfiniBand: Mellanox Technologies MT26428 [ConnectX
VPI PCIe 2.0 5GT/s - IB QDR / 10GigE] (rev b0)'

Firmware version : '2.7.8130"

Hardware version : 'b0!

Option ROM version : 'unknown'

Press any key to continue

Note: If you get the etror message "Found no matching firmware files to use," use the mstflint
utility to manually update your HCA firmware with the following steps:

1. On the same Linux live environment, identify the Mellanox card using the following command
(determines the PCI bus ID):

lspci | grep -i "mellanox"

00:03:00.0 Serial bus controller: Mellanox Technologies MT26428
[ConnectX VPI PCIe 2.0 5GT/s - IB QDR / 10GigE]

2. Using an SSH client, copy the correct HCA firmware to your Linux live environment, and unzip
the firmware image by running unzip firmware file name.zip.Usethemstflint
utility for updating the firmware of your HCA card.

3. In the same directory as the firmware file, run:

/opt/xsigo/bin/mstflint -d <PCI bus ID03:00.0> -i <.bin file> b”.

[root@localhost tmpl# /opt/xsigo/bin/mstflint -d 03:00.0 -i fw-
ConnectX2-rel-2 11 2010-be-375-3696-01.bin b

Current FW version on flash: 2.7.8130
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New FW version: 2.11.2010
Burning FW image without signatures - OK
Restoring signature - OK

For more information, refer to Mellanox firmwate update documentation and also My Oracle Support

at support.oracle.com.

http://www.mellanox.com/page/firmware HCA FW update

For details on mst£1int utility usage, see mstflint FW Burning Tool README.

4. Run ibstat to verify the new firmware version.

5. Reboot the system without the Linux live CD. Once you have your ESXi5.1 host up and running
again, verify the new firmware version using the command line show physical-server

your_server_name hca on the Oracle Fabric Interconnect CLI.
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