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Oracle VM Templates for Oracle Database - Single Instance and Real Application Clusters 11g Release 2

Overview:

This document introduces tlgracle VM Templates for Oracle Databakexplains the concepts of the
templates and how to use the templates to depilogle Instance Oracle Restart (formerly known as:
Single Instance/High Availability [SIHA]), or a fiylfunctional N-nodeéOracle Real Application Clusters
(RAC).

Templates are provided in 64-bit mode only:
= Oracle Linux 6 Update 9 64bit

For the latest version of this document and mdi@nation on the benefits of Oracle VM and Temate
see OTN athttp://www.oracle.com/technetwork/server-storageéflatabase-templates-12c-11gr2-
1972804.htmbndNote# 1185244.bn My Oracle Support.

NOTE: Oracle VM 3 users should use the deployclusteool and documentation on the above URL.

Shared Disks Implementation Choices:

The shared disks holding the Oracle RAC datab#serhay be configured aBhysical’ or ‘Virtual' disks.
Recently Oracle RAC Support policies allow Produttileployments to use Virtual disks with some
cautionary provisions (See Whitepaper below foailgt Historically this document was split intodw
however, going forward it is merged and users shoead it based on if they uB@ysical or Virtual disks.

For more details carefully review the updated Gr&AC on Oracle VM environments whitepaper at:
http://www.oracle.com/technetwork/database/clustgdracle-rac-in-oracle-vm-environment-13194€&.pdf

In Single Instance deploymentabove guidelines do not apply. Further details\§eéepaper above.

Naming Convention:

This document describes th86-64(64bit) DB/RAC OVM Templates (11.2.0.4.170418) nmate file &
directory names are as follows:

64 bit: OVM_OL6U9_X86_64_11204DBRAC_PVM

Screenshots refer to templates as: OVM_EL5U4 A8GR2RAC_PVM, these are generic screenshots,
substitute your version number, e.g. 11202, 1120304, 12101, 12102 based on release used.

NOTE: The Oracle OneCommand DB/RAC build scripts insidetemplate (under /uOl/racovm directory)

are only supported inside the Oracle VM DB/RAC Téatgs. Do not modify or run them in other
environments.
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Minimum Hardware Requirements:

The physical resources required for Single InstamzeOracle RACdeployments are as follows:

Minimum Storage Requirements

Filesystem space consumption depends on SPARSES%HLE)port for the repository (/OVS) as well as
cloning methocfin OVM3 and deployment moileBelow are some approximations on space requiresnen

No Sparse file support Sparse file suppgqrpax)
Under /OVS (repository): 64bit 64bit
Template Storage 46GB 12GB
Each node of running VM 46GB 15GB
Temporary unzip Templale ~4.5GB + ~4.5GB 4.5GB + ~4.5GB

Additional local/shared disk to hold database,imim 5GB.

Minimum CPU Reguirements
Each VM requires a minimum of 1 physical core, rangended to run with 2 or more physical cores fer th
hosting server.

Minimum Memory Requirements

Default template memory is set to 2GB. Please ¥ollee Oracle Database documentation for minimum
memory requirements. At the time of writing minimuSingle Instance:1GB RAM,RAC: 2GB RAM
RAC deployment in test configuration may run withGBof RAM; Clusterware only ~1GB of RAM.

Minimum Network Requirements
Network Adapters:
= For RAC: Each guest VM requires 2 network devices, whiehartualized’ from physical
cards in the hosting server, therefore a minimur2 physical NICS are required for the hosting
server. In the test configuration it is possibleise the templates with only 1 NIC, by assigning
all guests’ NICs to the single bridge (e.g. xenl®d® creating a second bridge (e.g. xenbrl) on a
fake DomO NIC (ethl), also known as ‘Host-Only netiking’ which would disable the live-
migration option.
= Single Instance:One NIC is needed for the public network. Secon@ Mloptional.
IP_addresses:
= For RAC: 5 public and 2 private (for a 2 node clusterpa DNS Server is used, 2 additional IP
addresses should be used to provide additiondbiRke SCAN name.
= Single Instance:1 public IP
Certification & Support Information

SeeNote# 464754. bn My Oracle Support for information on Certifi8dftware on Oracle VM.

1 When running Oracle RAC in a production environmenne of the Oracle RAC VM guest machines canomithe same
Oracle VM Server.

Oracle VM Server 3 as well as Oracle VM Server(&ith OCFS2 v1.4.4) have sparse file support. B8/ filesystem have
sparse file support. NFS depends if server filespstupports sparse files or not. Space consumegdrge files varries by
filesystems’s minimum allocation unit often refatfr® ascluster size.

3 If OVM3 "thin-clone" is used, space consumed wikatly reduce since VMs are "reflinked" (OCFS2 v1.8 fea)uo the
master template file and sections in the file amgied only when modified.

* Post deployment it is possible to remove unusexti®homes in Single Instance or Clusterware oaplayments

® Template stored in a tar.gz file inside a ZIP fince size is listed twice
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WHAT'S NEW:

= Applied all current recommended patches on toplo2.0.4.170418Oracle Linux 7 enabled)
= Upgraded OS t@racle Linux 6 Update 9with OVMAPI support
= Default kernel boot upgraded to Unbreakable Enisggfernel UEK4) 4.1.12-61

Previous What's New:

Automation support foBingle Instance & Oracle Restart(Formerly known as Single Instance/HA)
Automation support for databaseslooal & shared filesystems

Automation support foAdmin Managed or Policy Manageddatabase creation

Including basic Server Pool creation (for Policyridged)

Allow multiple DNS IPs (see netconfig.txt)

Add OSRevertutility: making switching rpm footprints easier@fic’ & ‘db-minimum’ predefined
Deployclusterfor OVM3 environments fully supports Single Instarmode

Support for Yum@Deploy, add or update rpms at depioe! (see netconfig.txt)

Mutli diskgroup support for ASM (see FAQ & params).i

Support for multiplexed Controlfile & Redo logfiles

Templates are btrfs-ready (simple command to carexed to btrfs filesystem, see FAQ)

Templates Description:

TheOracle VM Templates for Oracle Databasallow building aSingle Instance Oracle Restart
(Single Instance/HA), dRAC clusters of any number of nodes. The Oracle RAC 11g Rel2ase
(11.2.0.4.170418) software includes Oracle Clusteevand ASM (11.2.0.4.160719), Oracle Database
119 Release 2 (11.2.0.4.170418) and Oracle JVM2(Q.8.170418). In a Single Instance deployment
the RAC feature is not linked into the binary ahd Grid Infrastructure home may be removed for
space savings.

See FAQ section for steps on how to add or rematehps before and/or after template deployment.

Note: The Templates include the latest OS & Oracle/RDBd&hes at time of the release. It is
strongly recommended to update to latest patchi¢sr(@ of deployment or placement into
production usage) using standard OS/Oracle patgiragfices. OS updates may be obtained
from Unbreakable Linux NetworULN) and RDBMS patches froi@ritical Patch Updates
(CPU) page on OTN. Templates released since 2fiédx¥um@Deploy, see FAQ for details.

The entire install is automated, with the user qutyviding the required input parameters (node rame
IP addresses, etc.) when guests are booted. Qf&t2eusers can perform fully automated builds
directly from DomO, including automated networkugeto all VMs. Oracle VM3 users should use the
more powerfuDeployclustertool (downloadable from OTN with separate docuragon) for fully
automated deployments of eiti&ingle Instance Oracle Restart (Single Instance/HA) dDracle

RAC.
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= The OS image contains a minimal install of Oradleuk. Only basic RPM packages are installed with
an option to reduce the footprint further usinga talledOSRevert(see FAQ).

= The default root password is ‘ovsroot’, oracle \pass is 'oracle’ and sys/system password is ‘Oradle
can be changed during the build. It is stronglyisely to modify these passwords post-install. See
section deploying the templates securely for furtieails.

» The install is performed using root access. Withpsssswordless login temporarily enabled for raetru
At the completion of the install (on all nodes) $sr root will be disabled.

= Optionally, the entire install could be done as@racle user, provided that 'sudo’ access is caongcy
on the current node only.

= During the installation process an Oracle Sing&adnce or RAC database is created. It is possible t
skip this database creation and do a clusterwdyeimstall, see params.ini for various options.

» The OS and Oracle image disks inside the temptate@arse files (non allocated space is not counted
against filesystem), meaning the size displayedvH is not the actual space consumed on-dieksee
actual space consumed use 'Is -Is'. If /OVS filesyshas no sparse-file support then both sizeswill
the same (all space is allocated upfront).

= Each template is delivered as 2 ZIP files (~4.56Bize total), inside each ZIP idaa.gz (tar gzip file),
with very similar sizes, hence you will need ~9GRBemporary storage to fully expand each template.
Oracle VM2: Once the template is imported into /@&&d_pool, these zip/tar.gz files may be deleted.

=  OVM2 users planning to use guests running extdoas tevice (currently all the OL5/OL6 based
templates) requir®racle VM 2.2.2or above.

Feedback:
Feel free to post feedback at the Oracle VM or @rBAC Forums on the Oracle Technology Network:
Oracle VM:

https://community.oracle.com/community/server %26rage_systems/virtualization/oracle_vm_server fo
r x86

Oracle RAC:
https://community.oracle.com/community/databasé&/hayailability/rac asm %26 clusterware installati
on

Or contact Oracle Support.
NOTE: The Oracle OneCommand DB/RAC build scripts insidetemplate (under /uOl/racovm directory)

are only supported inside the Oracle VM DB/RAC Téatgs. Do not modify or run them in other
environments.
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Deployment Overview

As mentioned above, by default, for an Oracle RA@lIdyment, each VM requires 2 (or more) network
adapters (NICs) as well as 5 (or more) common shdisks (using fewer disks is supported). The steps
create such VMs are different for OVM2 and OVM3h€eTrest of this document explains the OVM2
methods.

A VM for Single Instance deployment does not nemyl shared disks or second NIC, simply clone a VM
from the base template and deploy using deploy&iustou may also follow normal Oracle VM
documentation to create the VMs for Single Instasrc@AC deployment.

Deployment in an Oracle VM 3 environment

Oracle VM 3 users should use théeploycluster toolalong with its documentation available on OTN.
The tool provides for fully automated Single InstenOracle Restart or Oracle RAC deployments withou
ever logging into any of the VMs. See the tempREADME or Deploycluster documentation on how to
import this template.

Main steps for a Single Instance deployment, usinQracle VM Manager 2

A Single Instance deployment only needs a single W®shared disks or second interface. As suclowol
only stepsl, 3, 4 (only create 1 VM), 7 and & the RAC section below.

Main steps for an Oracle RAC deployment, using Orde VM Manager 2

These steps are using Oracle VM Manager; howeVef tiem could be done from the command line,
using Oracle VM Command Line Interface (CLI).

1) Load the template into the /OVS/seed pool directy, on DOM-0:

# cd /tmp

# unzip -q /tmp/p24340000_10_ Linux-x86-64_10f2 &ip

# unzip -q /tmp/p24340000_10_ Linux-x86-64_20f2 &ip

# wait

# cd /OVS/seed_pool

# tar xzf tmp/OVM_OL6U9_X86_64 11204DBRAC_PVM-1dt.gz &
# tar xzf tmp/OVM_OL6U9_X86_64 11204DBRAC_PVM-2df#.gz &
# wait

(When the above commands complete, the ZIP & TAR.GZ files may be deleted from /tmp)

This will create the following:
/OVS/seed_pool/OVM_OL6U9 X86 64 11204RAC_PVM

|- System.img (OS image file)

|- Oracle11204DBRAC_ x86_64-xvdb.img (databasenswft image file)
|- vm.cfg (VM configuration file)

|- README.txt

|- These PDF documents

|- utils (files to help with automated networkwgeaind buil

2.1) Create 5 shared Physical disks to hold the Daliase
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Shared disks must be configured on DOM-0 of botiMO8krvers, these should be persistently named
physical devices (multi-pathed or not) accessitmenfboth nodes, e.g.:

Irwxrwxrwx 1 root root 4 Dec 28 01:28 /dev/racdevelsdcl
Irwxrwxrwx 1 root root 4 Dec 28 01:28 /dev/racdewvd2sdd2
Irwxrwxrwx 1 root root 4 Dec 28 01:28 /dev/racdeveXxde?2
Irwxrwxrwx 1 root root 4 Dec 28 01:28 /dev/racdevidsdf4

Irwxrwxrwx 1 root root 4 Dec 28 01:28 /dev/racdewglsdgl

The following symlinked devices were created witlew rules similar to this one below, on DomO, in
/etc/udev/rules.d/55-oracle-devices.rules file:

KERNEL=="sd*", BUS=="scsi", PROGRAM=="/sbin/scsi_id -u -s %p",
RESULT=="360a98000686f61506434386f65663577", SYMK#¥"racdevc%n", OWNER="root",
GROUP="root", MODE="0640"

Using SYMLINK+= (instead of NAME= in udev rules) &ps the original kernel device names, e.g.
/dev/sd*. Using udev rules ensures persistentcgavaming across reboots. The OneCommand RAClIinstal
requires 5 such devices, minimum size of 1024MBhé8&eeAPPENDIX C: Using More (or less) Disks)
These will hold your database, size them appraglyiat

2.2) Create 5 shared Virtual disks to hold the Dataase

Using Oracle VM manager (or any other method) inexample they are named: ASM1, ASM2, ASM3,
ASM4, ASM5, you may choose any name you wish. Asitha test environment you can use files visible
in the Dom-0 environment to represent the sharskisdi

=  Select Resources->Shared Virtual Disks
= Click theCreate button:

File Edit View History Bookmarks Tools Help

@B

|&)] shared Virtual Disk Home x =

ORACLE W Manager

gy |@ http: flovm :B8BB/OVSAaces/app/resource/OVs Seeds v | [[Glv @,

Home Profile Logout Help

Virtual i rver Server Pools | Administration
Virtual Machine Templates | Virtual Machine Images | ISOFiles | Shared Virtual Disks
Logged in as admin

Shared Virual Disks

Refresh Create Import

Search

[E Show Search

Shared Virtual Disk Information

Size (MB)
'Select|Virtual Disk Name |Server Pool Name |Group Name File Size(MB)| Device Size(MB) Device Path |Device UUID |Status
No rows yet.

Refresh Create Import

Virual Machines Resources Servers Server Pools  Administration

Copy 09. Omcke. All nights eseved. Omck VM Manager2.2.0

= Complete the fields on the form Clitddext andConfirm on the following page.
» Repeat this step to create a total of 5 shared didknimum size for each disk is 1024 MB)
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Fle Edit View History Bookmarks Tools Help |

@ B -®

Add Shared Virtual Disk X v

ORACLE v ELET

ﬁ I@ihttp:.ffovm:asasrovsrfacesfapp;ovs_SHD_Hcme.jsp; - | |'| @

Home Frofile Logout Help

Virtual Machines | Resources | Servers | Server Pools | Administration

Virtual Machine Templaies | Virual Machine images | ISOFiles | Shared Virtual Disks

Logged in as admin

j Cancel | Next

Shared Virtual Disks

# ServerPool Name:  ovs |v

# Group Mame: My \0\|for><spa.<:e§v |

+ Virtual Disk Name: lASIW

# Virtual Disk Size (MB) I2048

Description: | ghared Disk for 11gR2 RAC maching|

= When done creating all devices will haveAsttive status:

File Edit View History Bookmarks Tools Help |
@ B v

Shared Virtual Disk Home

{8 [[8 | nttp-//ovm 8888/0VS/Faces/app/OVS_SHD_Confimmat  ~ | @~ ] @, |

Home Frofile Logout Help
| Virtual Machi

Server Pools | Administration
Virtual Machine Templates | Virtual Machine Images | ISOFiles | Shared Virtual Disks

i Logged in as admin
Shared Virtual Disks

T r r
| Refresh | Create Import

Search

[# Show Search

Shared Virtual Disk Information

Selectand | Edit Delete

Size (MB)
Select|Virtual Disk Name . |se yer Pool Name |Group Name | File Size(MB)| Device Size(MB)|Device Path |Device UUID [Status

@ ASMI1 ovs My Workspace 2,048 Active
O ASMZ ovs My Workspace 2,048 Creating
O ASM3 ovs My Workspace 2,048 Creating
O ASM4 ovs My Workspace 2,048 Creating
O ASMSE ovs My Workspace 2,048 Creating
i- Helresh“ ! Create_ ;“Import d

Make sure all unzipping/untarring operations cortguiebefore proceeding with these steps.

= Click Resources -> Virtual Machine Templates
= Click Import button
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File Edit Miew History Bookmarks Tools Help

@B v

Virtual Machine Templates x >

ORACLG‘VM Manager

ﬁ I (@) | http://ovm:B888/OVS/faces/app/OVS_SHD_Home jsp: ;I |v \ @

Home Profile Logout Help

Virtual Machines | Resources | Servers | Server Pools | Administration

)k W Pl i o R T i s R 0t s e

Logged in as admin
Virtual Machine Templates

Refreshin: 30 secondsl'l I Refresh | | Import
Search
[# Show Search
Virtual Machine Templates
Selectand| Approve || Edit || Dekete | cancel | Reimport |
|Belect|\l’lrh.lllh|achlne1'emphh Name Size (MB) |Server Pool Name ‘slﬂtus |Creatlnn‘|'l|r|e |
@ OWVM_EL5U4 XBE6 11GRAC_PVM 16254 ovs Active Mar 20,2010 6:11:09 PM
O OVM_EL5U4 XBE PYM_4GB 6252 ovs Active Jan 16, 2010 4:39:37 PM
Refresh in: 30 secondsi'l | Refresh | | Import |

Virtual Machines Reso v ver Pools  Administration

aht le. All rights

This Oracle VM manager already knows about 2 exgstemplates. We are going to add% 3
template.

= Select “Select from Server Pool (Discover and ttegi§ click Next

File Edit View History Bookmarks Tools Help
@B -
@) Source

ORACLE M Manager

ﬁ I|http:ﬂovm:888SfovsrfacesfappfresourcefOVS_Seeds ;I IV ‘ @

Home Frofile Logout Help

Virtual Machines | Resources | Servers | Server Pools | Administration
Virtual Machine Templates | Virtual Machine Images | ISOFiles | Shared Virtual Disks

Logged in as admin

& [m] =
Source General Information Import Confirmation
Source
O Download from External Source (HTTP and FTP)
lect from Senver Pool (Discover and register)
O Linux/Windows P2V Import
TIP

Cownlkad a vitual machine template fom outside of the Serer Pool, such as OTN: hitp:/www.omcke .comitechnolgy/softwarspoductsvitualization/vm_te mplates. html,
oryourown HTTP/FTP s=mver.

Select an existing vitual machine template fom the Serer Pool, and egister it with Omck VM Manager.

LinuxWindows P2V downbads and converts your physical Linux to OmckVM image.

Virtual Machines Res S erver Pools  Administration

Copyright k. All rights

= Pull-down the correct “Server Pool Name”
= Choose the newly untarred template from pull-doWmttial Machine Template Name”.

= Select “Oracle Enterprise Linux 5” or “Oracle Emese Linux 5 64-bit” for “Operating System”.

= Optionally enter Description or change usernamefpasis
= Click Next andConfirm on the following page.

Copyright © Oracle Corporation 2009-2017
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File Edit Miew History Bookmarks Tools Help

@ B v

General Information x v

ORACLG‘VM Manager

ﬁ I @] | http://owm:B888/0OVS5/faces/app/resource/OVS_Creat ;I |v ‘ 'fi_"g

Home Profile Logout Help

Virtual Machines | Resources | Servers | Server Pools | Administration

Virtual Machine Templates | Virtual Machine Images | 1SOFiles | Shared Virtual Disks

Logged in as admin

= & =
Source General Infermation Impaort Confirmation

General Information

i Cancel | | Previous | I Mext |
4 ServerPoolName:  gys "
4 Vittual Machine Template Name: OVM_EL5u4_xs_11GH2HAc_PVMi' |
4 Operating System:  Oracle Enterprise Linux 5 !' |
4 Virtual Machine System Usemame: |admin
4 Virtual Machine System Password: |
Description: |4 1gR2 RAG Template for QY|
iVCarI:el | iVPrE\rinus | ! Next |

= Template name might be different in screenshotdaseaelease used

=  Wait for VM template to change from “Importing” tending” then proceed
= Select Pending VM template from radio box, and ICApprove button
File Edit Miew History Bookmarks Tools Help

& B -

Virtual Machine Templates x v

ORACLG‘VM Manager

ﬁ I @] | http://owm:B888/0OVS5/faces/app/resource/OVS_Creat ;I |v ‘ 'fi_"g

Home Profile Logout Help

Virtual Machines | Resources | Servers | Server Pools | Administration
Virtual Machine Templates | Virtual Machine Images | 1SOFiles | Shared Virtual Disks
Logged in as admin

Virtual Machine Templates

Search

[# Show Search

Virtual Machine Templates

Selectand | Approve || Edit |i Delete |1 cancel || Reimport |

|Select|\l’lrhul Machine Template Name | Size (MB)|Server Pool Name Status Creation Time

@ OWVM_EL5U4 XB86 11GR2ZRAC_PVM 22636 ovs Pending May 24, 2010 7:01:18 AM

O OVM_ELS5U4 XBE6 11GRAC_PVM 16254 ovs Active Mar 20, 2010 6:11:09 PM

O OVM_EL5U4 X886 _PVM_4GE 6252 ovs Active Jan 16, 2010 4:39:37 FM
Refresh in: 30 seconds!vl i Refresh | | Import |

er Pools  Administration

= Template name might be different in screenshotdaseaelease used

= Click Approve
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File Edit Miew History Bookmarks Tools Help |
|
@ B - @

Virtual Machine Termplate D... X A

ORACLG‘VM Manager

ﬁ I@ihttp:ﬂovm:8888fovsrfacesfapp!resource!OVS_Seeds ;I |v \ @

Home Profile Logout Help

Virtual Machines | Resources | Servers | Server Pools | Administration

AL} o ol e R R 1 o S o o N e B S
Logged in as admin
View Virtual Machine Template

Cancel Approve

Virtual Machine Template Name: OVM_EL5U4_X86_11GR2ZRAC_PVM
Operating System: Cracle Enterprise Linux 5
Size (MB): 22636
Status: Pending
Memory Size (MB): 2048

Wirtual Machine System Username: admin

Description:  111gR2 RAC Template for OVM

|\||'Irl|.|aIDiak Name |VIrl|.|IIDIskSIZe (MB) |

= Template name might be different in screenshotdaseaelease used

=

The VM Template is now imported and ready to bd@egal as many times as needed.
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4) Create Virtual Machines using the imported temphte

In our example we name the VMs racnodel & racnoge2 may choose any hame you wish. For Single
Instance or Oracle Restart (SIHA) deployment alsiviM is needed.

IMPORTANT — The only non-default item you will needis to change the second NIC to xenbrl (the
first NIIC on xenbr0 will automatically be configur ed, see following page)

= Select Virtual machines
= Click on theCreate Virtual Machine button

Fle Edit View History Bookmarks Tools Help |
@ B v @

Virtual Machines

ORACLE v ELET

ﬁ I@ihttp:.ffovm:asasrovsrfacesfapp;ovs_VM_Home.jspx' - | |'| @

Home Frofile Logout Help

Virtual Machines | Resources | Servers | Server Pools | Administration

Logged in as admin

Refreshin: 30 seconds | | | Refresh . Create Virtual Machine

Wirtual Machines
[# Show Search
w All Virtual Machines _ Virtual Machines
ovs
= Select and
p " . - . —
| PowerOn || Console || PowerOff || Configure | More Actions: —Select— I' |: Go
Virtual Memory Size Group Server Server Pool
Details Name (MB) Status [Owner Name MName Name
® [# Show ovm 1,024 PR unning agmin My ovs ovs
Workspace

Refresh in 30 seconds i' | | Refresh | | Create Viriual Machine

Virtual Machines Resources Servers Server Pools  Administration

| [

= Select the “Create virtual machine based on... tet@ptadio button
= Click Next, and select the correct Server Pool on the folgvdage.

File Edit Wiew History Bookmarks Tools Help

@ B - @

@ Creation Method

ORACL € VM Manager

R | | http:/fovm: BBEB/OVS Faces/app/service/OVS_Create, ¥ | [=Ral @,

Home Profile Logout Help

Administration

Logged in as admin

= 5] 5] =
Creation Method Server Pool Source Wirtual Machine Information Confirm

Previous Mext

Creation Method

@ Create virtual machine based on virtual machine femplate
O Create from installation media

O Create a network bootable virtual machine (pxeboot)

Previous Mext

Virtual Machines Resources Servers

Omcke VM Manager2.2.0
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= Select the newly imported template (32bit or 64bit)
= Click Next
= Note: Template name might be different in screehbhsed on release used

File Edit View History Bookmarks Tools Help

|
T — |
{8 |8 [ nttp-srovm :8BBE/OVSFaces/appiservice/OVS_Create, - I S~ & |

@ B - @

Select Virtual Machine Tem... X hd

ORACLE‘VM Manager

Home FProfile Logout Help

Virtual Machines Resources Administration

Logged in as admin

= =] = =]
Creation Method Server Fool Source Virtual Machine Information Confirm
Source

i_ Previous | ! Next |
|3¢lect‘l:letalls |Virluil Machine Template Name Size (MB)|Status [Creation Time |

[# Show OVM_ELEU4_X86_11GR2ZRAC_PVM 22,636 Active May 24, 2010

@) [ Show OVM_ELEU4_X86_PVM_4GB 5,252 Active Jan 16,2010

@ X Show OVM_ELEU4_X86_11GRAC_FVM 16,254 Active Mar 20, 2010

i Previous ! Next

Virtual Machines Resources Servers

All rights meaved. Omck VM Manager2.2.0

= |IMPORTANT: Assign the second network adapterénbrl

= Enter the Virtual Machine Name: racnodel (or raeofbr second node)
= Enter the password twice — this will be the VNCgvasrd for the console
= Click NextandConfirm on the following page.

Fle Edit View History Bookmarks Tools Help |
@ B v
[@) Create
ORACLE M Manager

{2 |8l |nttp:ovm 8388/0VSFaces/app/service/OVS_Creats ¥ | @~ @,

Home Profile Logout Help

Virtual Machines | Resources | Servers | Server Pools | Administration

Logged in as admin
=] = =] & =]

Creation Method Server Pool Source Virtual Mac hine Information Confirm

Virtual Machine Information

Previous | Next

4 Virtual Machine Name: Iracnode‘\

4 Console Password: I ......

4 Confirm Console Password: I ......

High Availability

Enable High Availability:

Network Interface Card

Selectand| Delete

|Sele:t!\l’lrh.ml Network Interface Name Virtual Network Interface MAC Address Bridge
@ YIEQ 00:16-3F 05367011
O VIF1 00:16:3E:49:98:E9

[ addrow |

The VM will be built — This will take some time. elReat this step for the second node.

* Do not power up the VMs yet
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5.1) Add the shared Physical disks to both VMs.

Edit the vm.cfg for both VM’s. These can be foundtbe Oracle VM Server in
/OVS/running_pool/*racnodel/vm.cfg and /OVS/runnipgol/*racnode2/vm.cfg, add:

'‘phy:/dev/racdevcl,xvdc,w!,
'‘phy:/dev/racdevd2,xvdd,w!’,
'‘phy:/dev/racdeve2,xvde,w!,
'‘phy:/dev/racdevf4, xvdf,w!,

'phy:/dev/racdevgl,xvdg,w!’,

to the ‘disk’ section, see below for sample vm.cfg.

The OneCommand for Oracle VM build engine, Clustaay Oracle RAC or ASM do not require that disks
have identical names or ordering on all nodes, lewét might be easier for humans to deal witmidl
names and ordering. Therefore it is recommendedidodisks in same order with same disk names to all
VMs.

5.2) Add the shared Virtual disks to both VMs.

= Select the Virtual machines tab
= Select the radio button for the first guest & Cltble Configure button

Hle Edit Wiew History Bookmarks Tools Help

@ B v ® {8 | (8| nttp./rovm 8888/0VSraces/app/OVS_vM_Home jspx | [[Gl+ @
[@) Virtual Machines x ¥
.
ORACL.E VM Manager
Home Frofie Logout Help
Virtual Machines | Resources | Servers | Server Pools | Administration
Logged in as adm
Refreshin 30 seconds | ¥ ‘ ‘Refresh: Create Virtual Machine
Virtual Machines
[# Show Search
¥ All Virtual Machines Virtual Machines
ovs
== Selectand
PowerOn | Console || PowerOff | Configure | More Actions: --Select—- "‘ Go
(Virtual
Machine Memory Group Server Server Pool
jSelect‘Demils Name Size (MB)|Status [Owner|Name Name Name
" FPowered
O [ Show racnods2 2,048 off admin My Y OVs
Workspace
" Powered
@ [ Show racnode1 2,048 off admin My Y OVs
Workspace
|+ Show ovm 1,024 i admin M ovs ove
@) ) : PR unning y

Winrkenara = = =
' ﬁ_J

= Select the Storage tab
= Click theAttach/Detach Shared Virtual Disk button
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Fle Edit View History Bookmarks Tools Help |

43 @ = ?@ ﬁ | @ | hitp:/fovm:8888/OVS/faces/app/OVS_VM_Edit jspx?_: ;I |v | @
Edit x -
ORACLG‘VM Manager

Home Frofile Logout Help

Virtual Machines | Resources | Servers | Server Pools | Administration

Virtual Machines = Virtual Machine Configure Logged in as admin

Virtual Machines : racnode1

General  Network | Estorageé | Policies  Profiles

Available SlotInterface:  Unlimited Available IDE Interface:  Unlimited Available SCS| Interface:  Unlimited

Virtual Disks | Boot Source/GDROM |

| Refresh

Selectand | Delele |{ Edit ||} Create New Virtual Disk || Attach/Detach Shared Virtual Disk |

Status
Size |Front-end Hard Disk |QoS Priority Disk Disk
Select(Virtual Disk Name (MB) |Device Driver Enabled |Class Shared Attachment |Status
@ System 6,252 xvda Auto N A Mon-Sharable Attached
O Cracle11gR2RAC_x86_RAC-xvdb 16,385 xvdb Auto N A Mon-Sharable Attached

General  Network Storage | Policies  Profiles

Virtual Machines Resources Servers Server Pools Administration

The OneCommand for Oracle VM build engine, OracdCRor ASM do not require that disks have
identical names or ordering on all nodes, howavenjght be easier for humans to deal with ideritica
names and ordering. Therefore it is recommendedidodisks in same order with same disk names to
all VMs, e.g.; ASM1, ASM2, ASM3, ASM4, ASM5.

= Move at least 5 shared disks to the guest VM lkirlg the appropriat®love buttons

Hle Edit Wiew History Bookmarks Tools Help |

T — |
@ B - & l@|http.:‘fcvm.88SSIOVSﬁaceSfappIOVS_VM_Edit.jspx?_i ;I [@~1 "?{|
[@] Attach/Detach Shared Virtu... % =

ORACLE VM Manager

Home Frofile Logout Help

Virtual Machines | Resources | Servers | Server Pools | Administration

Virtual Machines = Virtual Machine Confiqure > Aftach/Detach Shared Virtual Disk
Shared Virtual Disks

Logged in as admin

| cancel | | ok

Available Shared Selected Shared
Virtual Disks Virtual Disks
ASMI _ - - |
AsM2 2
ASM3 Blov
ASM4 ]
ASMS Mowve All
U S— ®
Remove
__l Remove All _J

| cancel | | OK

Virtual Machines Resources Servers & ools  Admini

=  Click theOK button
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Hle Edit Wiew History Bookmarks Tools Help

@B -

Attach/Detach Shared Virtu... X =

ORACLE VM Manager

& | (8] | http:/lovm: BBBB/OVS/Faces/app/OVS_VM_Editjspx?_i ;I [@~1 @

Home Frofile Logout Help

Virtual Machines | Resources | Servers | Server Pools | Administration

Virtual Machines = Virtual Machine Confiqure > Aftach/Detach Shared Virtual Disk Logged in as admin

Shared Virtual Disks

| cancel | | ok

Available Shared Selected Shared
Virtual Disks Virtual Disks
B ASM1 1
2 ASM2
ASM3
ASM4
ASMS
Remove
_J Remove All _J

| cancel | | oK

Virtual Machines =5 er Pools

= Notice disk names: xvdc, xvdd, xvde, xvdf, xvdgheTautomated Oracle RAC install
process inside the templates depends on thesed=ace names. It is possible to use any
disk names, seppendix C: Using More Disks

File Edit Wiew History Bookmarks Tools Help

@ B v & |@]ihttp:f;ovm:aass,fovs,fracesfapp;ovs_VM_Edit.jspx?_e ;I |v| @
(@] Edit M =
ORACLE VM Manager

Home FProfile Logout Help

Virtual Machines | Resources | Servers | Server Pools | Administration

Virtual Machines = Virtual Machine Configure Logged in as admin

Virtual Machines : racnode1

General Network | Storage | Policies  Profiles

Available Slot Interface:  Unlimited Available IDE Interface:  Unlimited  Available SCSIInterface:  Unlimited
Virtual Disks | Boot Source/CDROM |

eXickionl Dis by

| Refresh

Selectand | Delete I Edit ||| Create New Virtual Disk || Attach/Detach Shared Virtual Disk

Status
Size |Front-end Hard Disk |QoS Priority Disk Disk
Select|Virtual Disk Name (MB)|Device Driver Enabled |Class Shared Attachment (Status

@ System 6,252 xvda Auto M M/A Mon-Sharable Attached
O Cracle11gR2RAC_x86_RAC-xvdb 16,385 xwdb Auto ] A MNon-Sharable Attached
O ASMI 2,048 xvdc Auto M /A Sharable Attached Active
O ASM2 2,048 xvdd Auto N MiA Sharable Attached Active
O ASM3 2,048 xvde Auto M M/A Sharable Attached Active
O ASM4 2,048 xvdf Auto M /A Sharable Attached Active
O ASME 2,048 xwdg Auto M M/A Sharable Attached Active _vj

» Repeat the attach steps for the second virtual madh the cluster
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6.1) When complete, inspect the VM’'s vm.cfg configation files — Physical disks

These can be found on the Oracle VM Server in /@yfing_pool/*racnodel/vm.cfg and
/OVS/running_pool/*racnode2/vm.cfg. You should fee 5 shared disks which will be presented to the
guests as /dev/xvdc /dev/xvdd /dev/xvde /dev/xddf//xvdg. They can be in any order on both nodes as
described in the previous section. You should bésable to spot the 2 NICs, xenbrO and xenbrl. iBhas
samplevm.cfg file:

bootloader = ‘/usr/bin/pygrub’

disk = [file:/OVS/running_pool/3_racnodel/System.i mg,xvda,w',
'file:/OVS/running_pool/3_racnodel/ Oracle12102RACx86_64xvdb.img,xvdb,w",
'‘phy:/dev/racdevcl,xvdc,w!,

'phy:/dev/racdevd2,xvdd,w!",

'phy:/dev/racdeve2,xvde,w!",

'‘phy:/dev/racdevf4,xvdf,w!’,

'‘phy:/dev/racdevgl,xvdg,w!",

]
memory = ‘2048’

name ='3_racnodel'

on_crash = 'restart’

on_reboot = 'restart'

uuid = 'd98efba4-7445-8459-9326-adae28249200'

vcpus = 2
vfb = ['type=vnc,vncunused=1,vnclisten=0.0.0.0,vncp asswd=oracle']
vif = ['bridge=xenbr0,mac=00:16:3E:5C:AE:24,type=ne tfront’,

‘bridge=xenbrl,mac=00:16:3E:24:D3:34,type=netfront’
]

vif_other_config =[]

If anything needs to change, use Oracle VM Man&meo so. Editing the file manually may put thpasitory out of sync.

6.2) Inspect the VM's vm.cfg configuration files (®@tional) — Virtual disks

These can be found on the Oracle VM Server in /@yfing_pool/*racnodel/vm.cfg and
/OVS/running_pool/*racnode2/vm.cfg. You should fee 5 shared disks which will be presented to the
guests as /dev/xvdc /dev/xvdd /dev/xvde /dev/xddf//xvdg. They can be in any order on both nodes as
described in the previous section. You should bésable to spot the 2 NICs, xenbrO and xenbrl. iEhas
samplevm.cfg file:

bootloader = '/usr/bin/pygrub’

disk = [file:/OVS/running_pool/3_racnodel/System.i mg,xvda,w',
'file:/OVS/running_pool/3_racnodel/ Oracle12102RAC_x86_ 64-xvding,xvdb,w',
'file:/OVS/sharedDisk/ASM1.img,xvdc,w!",

'file:/OVS/sharedDisk/ASM2.img,xvdd,w!’,

'file:/OVS/sharedDisk/ASM3.img,xvde,w!’,

'file:/OVS/sharedDisk/ASM4.img,xvdf,w!',

'file:/OVS/sharedDisk/ASM5.img,xvdg,w!’,

]
memory = '2048'

name = '3_racnodel’

on_crash = 'restart’

on_reboot = 'restart’

uuid = 'd98efba4-7445-8459-9326-adae28249200'

vcpus = 2
vfb = ['type=vnc,vncunused=1,vnclisten=0.0.0.0,vncp asswd=oracle']
vif = ['bridge=xenbr0,mac=00:16:3E:5C:AE:24,type=ne tfront’,

'bridge=xenbrl,mac=00:16:3E:24:D3:34,type=netfront’ ,
]
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vif_other_config = []

If anything needs to change, use Oracle VM Manémeo so. Editing the file manually may put thpasitory out of sync

7) Power ON both virtual machines

= Select the Virtual Machines tab
= Select the radio button for the first node
= Click thePower Onbutton, repeat for second node (Single Instanstespart the single VM)

Hle Edit View History Bookmarks Tools Help
@ B - @

(8] Virtual Machines x -

& ] (8] | http: ffovm:8BBB/OVS Faces/app/OVS_vM_Homejspx | [ | @g, |

.
ORACL €M Manager
Home Frofile Logout Help
Virtual Machines | Resources | Servers | Server Pools | Adminisiration
Logged in as adm
Refreshin: 30 seconds ™ ] Refresh Create Virtual Machine
Virtual Machines
[# show Search
W All Virtual Machines Virtual Mac hines:
ous
= Select and
| Poweron | Conscle | Poweroff | Configure | More Actions: —Selest | | Go.
Virtual
Mac hine Memory IGroup Server |Server
Select|Details |Name Size (MB)|Status |Owner | Name Mame Pool Name
Powered
u
@ [+ Show racnode2 2,048 Of admin My NiA ovs
Workspace
O | . Oinitializin : :
[¥ Show racnode | 2,048 9 ladmin My DA ovs
Workspace
o [# Show/ovm 1,024 P Running | agmin Ny ovs ovs
Workspace

| e

= [|f the VNC plugin has been configured for Oracle WiMnager you can connect to the console by
selecting the radio button next to the node arukiclg theConsoIebutton Open both consoles.

File Edit View History Bookmarks Tools Help
@« -@

@ Virtual Machines

ORACLE'VM Manager

{8 [[)]nttp:sovm-sB88/OVSFaces/appiovs_vM_Homejspx = | [T+ | @ |

Home Profile Logout Help

Virtual Machines | Resources | Servers | Server Pools | Administration

Logged in as adm

Refreshin: 30 seconds ¥ | | iRefresh: Create Virtual Machine

Virtual Machines

[# show Search

¥ All Virtual Machines Virtual Mac hines
ovs
= Selectand
Power On Console ‘ Power Off ‘ Configure | More Actions: —Select—- |= | Go
| | Virtual Memory Size Group Server Server Pool
|Select|Details Machine Name {MB)(Status (Owner|Name Name Name
@ @ show racnodes 2,048 P RUNNING acimin iy ovs ovs
Workspace
@] [+ Show racnode 1 2,048 P Running agmin My ovs ovs
Workspace
O @showevm 1,024 P RUNNING acimin wy ovs ovs
Workspace

Refreshin: 30 seconds ¥ ] Refresh Create Virtual Machine
| 3

Alternatively, use vncviewer from any PC; First g& ports from DomO:
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DomO #xm list

Name ID Mem VCPUs St ate Time(s)
3 _racnodel 1 2048 2 -b - 724
4 racnode2 2 2048 2 r- ----  68.1

DomO0 #xm list -1 <VM-full name or ID>| grep location

Use the port that appears on line as “locatiorD00&907T e.g.:
$ vneviewer <ovm_server_host>:5901 (substitute your OVM Server node name)

A third alternative, for advanced users is desdriimAPPENDIX D: Using Text Mode Console (Oracle
VM2)

8) Complete the First Boot interview:

First Boot is the time when a newly instantiatece&WM is started for the first time.
At this point in time the guest machines are id=it+- they have no personality e.g. no hostnamé?no
address etc. First boot adds this personality.

The deploycluster tool available on OTN for Oracle VM 3 environmermi@n easily send the complete
network and build information to the VMs to quicklieploy a fully functional Single Instance or RAC
environment. Oracle VM 2 users may use the trawaiii 2-node interview shown below, simply tyyesat
the only required key/question during first boohsole interview:

‘com.oracle.racovm.netconfig.interview-on-console'
'Do you want to access the 2-node RAC intervieveamsole ? [YES|NO]

Preparing for a Single Instance build

Oracle VM 2 users deploying Single Instance, shoype OUT (at the above question) and setup a simple
file callednetconfig.ini based on the sample/provided netconfig-sample+so.iinclude only Public
Name/IP of one VM, Public Adapter/Mask and option&INSIP, DOMAINNAME and PUBGW (Public
Gateway). Set either CLONE_SINGLEINSTANCE=yes @ngle Instance) or
CLONE_SINGLEINSTANCE_HA=yes (for Oracle Restartaa&IHA), if both are omitted then a RAC
deplyoment is assumed. Once that file is readyplsi type:

# /u0l/racovm/netconfig.sh -nl
Then skip to next section for runnibgildsingle.sh.

Preparing for an Oracle RAC build

The following is displayed on the console of botiests. You must identify which node is going tahe
master; the interactive interview will run on timaide.

== Oracle DB/RAC [ Versi on] OneCommand for Oracle VM - template configuration (x86_64) ==

NODE SELECTION

Is this the first node in the cluster (YES/NO) 1]

Figure 1

OnNodelEnter: YES OnNode2Enter: NO)
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The configuration utility then waits until ti¢O response has been given on the second node.

Nodel

== Oracle DB/RAC [ Ver si on] OneCommand for Oracle VM - template configuration (x86_64) ==

NODE SELECTION

Is this the first node in the cluster (YES/NO) [ YES

IMPORTANT

Please answer this question on the other node i n the cluster
WAITING

Figure 2
Go to the Node2 console screen

Node2

== Oracle DB/RAC [ Ver si on] OneCommand for Oracle VM - template configuration (x86_64) ==

NODE SELECTION

Is this the first node in the cluster (YES/NO) [ NOJ]
WAITING for NODEL1 interview phase to be complete!

l':.i.gure 3
Enter:NO

You may enter the responses in any order. Thif ieainteraction required on the second node. All
subsequent configuration steps now take place @firgt node.

After completing the node identification steps youst now provide information for first boot to coleie.
A simple data entry screen is displayed on Nodel:

Nodel
NODE DETAILS NODE 1 NODE 2
Public Name:[ racnodel 11 1)) racnode2 ] e
Public IP [ 10.10.10.200 ] 10.10.10.201 ]
Private Name[  racnodel-priv [ racnode2-priv I
Private IP :[ 192.168.1.200 ] [ 192.168.1.201 ]
VIP Nodename[ racnodel-vip [ racnode2-vip
VIPIP [ 10.10.10.202 ] 10.10.10.203 ]
GLOBAL DETAILS
e e »
Domain Name :[  us.oracle.com ] DNS Server IP ;[ - ]
Public Network Adapter Name :[ eth0 ] 0
Public Subnet mask i 255.255.255.0 ]
Default Gateway IP i 10.10.10.200 ]
Private Network Adapter Name:[ ethl ]
Private Subnet mask I 255.255.255.0 ]
CLUSTER DETAILS
(5]
Enter the Cluster Name ;[ rac-cluster t [6) >
Enter the SCAN name for this cluster :[ rac-ciuster 1 10.10.10.204 1
Enter YES to accept the above values, NO to re enter:[ YES 16
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DO YOU WANT TO CONFIGURE THIS CLUSTER YES/NO : >YES<

Figure 4

Enter the relevant values, basic user input vabdas performed, if you make a mistake — at thenter
prompt enter ‘NO’ to cycle through the interviewopess.

Step 1 & 2: Nodel&?2 details, use your own machimases / IP addresses
Basic IP address and name validation is perforniMatle names cannot contain dots (use domain
name for that). All Public and VIP IPs must be ame subnet; similarly the Private IPs should be
on the same subnet, no duplicate IPs or node natloeged.

Step 3: Optionally enter Domain name and DNS SdRelf no domain name is entered: “localdomas” i
used. DNS Server IP is optional. If a DNS Servepiscified you must configure the Grid
Infrastructure SCAN name/IP Addresses within theDBérver

Step 4: NIC & general network details, use your awetwork details
Adapter names must exist and be different fromaraher, typically they will be ethO and ethl.
Network masks must be in dot notation format, 255.255.252.0

Step 5: Unique Clustername - 1 to 15 alphanumerityyphens — no spaces

Step 6: The SCAN Name. If a DNS Server IP addressMOT entered previously then an IP Address for
the SCAN will be requested — this should be inglme subnet as the public/VIP network

Step 7: Opportunity to reenter the configuratiotadand a final chance to exit without saving
When you select YES at the final confirmation promygu will see this on both VMs as the networkyull
configures itself as per interview:

Nodel and Node2

Generating Network Configuration files...
Modifying /etc/hosts
Modifying /etc/resolv.conf
Modifying /etc/sysconfig/network
Modifying /etc/sysconfig/network-scripts/ifcfg- ethO
Modifying /etc/sysconfig/network-scripts/ifcfg- ethl

Shutting down interface ethO:

Shutting down interface eth1:

Shutting down loopback interface:

Bringing up loopback interface:

Bringing up interface ethO:

Bringing up interface ethl:

Shutting down kernel logger:

Shutting down system logger:

Starting system logger:

Starting kernel logger:

Shutting down Avahi daemon:

Starting Avahi daemon...

Starting nscd:

Reloading nscd:

Template configuration disabled.

O0000000000O0O0OO0
ARAARAARAARAARRARAARAARARRXRAN

INFO (node:racnodel): Network configuration complet ed...

Copyright © Oracle Corporation 2009-2017 21 of 45



Oracle VM Templates for Oracle Database - Single Instance and Real Application Clusters 11g Release 2

Oracle Linux Server release 5.6
Kernel 2.6.18-238.0.0.0.1.el5xen on an x86_64

racnodel login: root
Password:

Figure 5

If for some reason you entered incorrect data @twork between the two nodes) you may redo just thi
interview phase by logging in as root to both maekiand invokingfuOl/racovm/netconfig.sh. Do not
run this after the installation of RAC softwaree@mplete.

Install Single Instance or Grid Infrastructure with Oracle RAC

You have now completed the node preparation phadéh& nodes are ready to configure the software.

Standard Single Instance Build:

If you followed the above Single Instance instros there should be either
CLONE_SINGLEINSTANCE=yes (for Single Instance) dt@NE_SINGLEINSTANCE_HA=yes (for
Oracle Restart, aka SIHA) in the netconfig.ini.filBy default, a standard Single Instance instdll eveate a
Single Instance database called ‘ORCL’ (sid ORGLjylaabase passwords will be ‘oracle’. To proceed
with the default build (for custom build se@PENDIX A: Build Option$, login as root (default root
password is ovsroot), and run the commands:

[root@single ~]#

cd /u01/racovm

[root@single racovm]# ./

buildsingle.sh

Are you sure you want to install Single Instance?
Do not run if software is already installed and/or

running.. [yes|no]? yes

If you answer anything other than “yes” the insttdin will not continue.

Standard RAC Build:

By default, a standard RAC install will create ara@e RAC database called ‘ORCL’ (sid ORCL1 &
ORCL?2) all database passwords will be ‘oracle’. pfoceed with the default build (for custom buidks
APPENDIX A: Build Option%, on nodel only, login as root (default root passl is ovsroot), and run the
commands:

[root@racnodel ~J#

cd /u0l/racovm

[root@racnodel racovm]# ./

buildcluster.sh

Are you sure you want to install Oracle RAC?
Do not run if software is already installed and/or

running.. [yes|no]? yes

If you answer anything other than “yes” the instidin will not continue. You do not need to run giryg
on the second node.

Monitoring the Build:

There is an install log in the current directoryneal: buildclusterl.log or buildsinglel.log (each will get
the lowest free numbered file). By default thegoess log is located at /tmp/progress-racovm.out.
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Typically the full install will take ~30-45 minutés7-20min for Single Instance) although this is dejat
on the hardware used to host the VMs and the lopichns. You can watch the progress of the install

viewing progress logfile on nodel:

[root@racnodel racovm]# cat /tmp/progress-racovm.ou
2010-06-17 14:12:52:[buildcluster:Start:racnodel] C
2010-06-17 14:12:52:[setsshroot:Start:racnodel] SSH
2010-06-17 14:12:52:[setsshroot:Done :racnodel] SSH
2010-06-17 14:12:52:[setsshroot: Time :racnodel] Com
2010-06-17 14:12:52:[copykit:Start:racnodel] Copy k
2010-06-17 14:12:52:[copykit:Done :racnodel] Copy k
2010-06-17 14:12:52:[copykit:Time :racnodel] Comple
2010-06-17 14:12:52:[usrsgrpslocal:Start:racnodel]
2010-06-17 14:12:53:[usrsgrpslocal:Done :racnodel]
2010-06-17 14:12:53:[usrsgrpslocal:Time :racnodel]

t

reate 11gR2 RAC Cluster

Setup for the root user...

Setup for the root user completed successfully
pleted successfully in 0 seconds (0h:00m:00s)

it files to remote nodes

it files to remote nodes

ted successfully in 0 seconds (0h:00m:00s)

Verify Oracle users & groups (create/modify mode)..
Verify Oracle users & groups (create/modify mode)..
Completed successfully in 1 seconds (0h:00m:01s)

2010-06-17 14:12:54:[usrsgrps:Time :racnodel] Compl
2010-06-17 14:12:54:[printparams:Time :racnodel] Co

eted successfully in 2 seconds (0h:00m:02s)
mpleted successfully in 0 seconds (0h:00m:00s)

The install log printed to the screen will havea@mmands executed in verbose mode, so you casdee
various tools, like clone.pl, netca, dbca, emcaeaeruted along with their output.

Default Installation Specifications:

SID: ORCL1 & ORCL2

DB name: ORCL

Grid Infrastructure Home: /u01/app/11.2.0/god /u01/app/12.1.0/grid

Oracle RAC Home: /uOl/appl/oracle/product/11.2.0¢ubvd_lor /uOl/app/oracle/product/12.1.0/dbhome_1
ORACLE_BASE: /uO1/appl/oracle

Central Inventory: /uOl1/app/oralnventory

Root OS Password: ovsroot

APPENDIX A: Build Options

Before invoking/uO1/racovm/buildcluster.sh(or buildsingle.sh for Single Instance) you mait ed
/u0l/racovm/params.inito modify some build options (bottom part of tiie)f The top part of
params.ini should be modified by advanced useifsimstructed to by Oracle Support. If using
deployclustertool (OVM3 only), a custom params.ini may be pdassng theP flag, it will be sent to
all VMs and the buildcluster (or buildsingle) willen use that instead of the shipped params.iii@ns
the VM. Small samples of the options that may belifrexl taken directly from params.ini:

#

# Build Database? The BUILD_RAC_DATABASE will build
# BUILD_SI_DATABASE a single instance database (als
# Default: yes

BUILD_RAC_DATABASEyes
#BUILD_SI_DATABASE=yes

a RAC database and
0 in a RAC environment)

# The Database Name
# Default: ORCL
DBNAMEORCL

#

# The Instance name, may be different than database
# 1 to 8 fora RAC DB & 1 to 12 for Single Instance

# Ignored for Policy Managed DB.

# Default: ORCL

name. Limited in length of
DB of alphanumeric characters.
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SIDNAME-ORCL

# Configures a Single Instance environment, includi

# specified in BUILD_SI_DATABASE. In this mode, no
# configured, hence all related parameters (e.g. AL

# The database must reside on a filesystem.

# This parameter may be placed in netconfig.ini for

# Default: no

#CLONE_SINGLEINSTANCENO

# Configures a Single Instance/HA environment, aka

# a database as specified in BUILD_SI_DATABASE. The
# ASM (if RACASMGROUPNAME is defined), or on a file
# This parameter may be placed in netconfig.ini for

# Default: no

#CLONE_SINGLEINSTANCE_H#o

# Local Listener port number (default 1521)
# Default: 1521
LISTENERPORE1521

# Allows color coding of log messages, errors (red)
# info (green). By default no colors are used.

# Default: NO

CLONE_LOGWITH_COLOR®

ng a database as
Clusterware or ASM will be
LDISKS) are not relevant.

simpler deployment.

Oracle Restart, including
database may reside in
system.

simpler deployment.

, warning (yellow),

If you do not wish to store the passwords for tha or Oracle user in the configuration file, rera@r
comment them, and they will be prompted for atstaet of the build.
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APPENDIX B: Adding More Nodes (Oracle VM?2)

Oracle VM 3 users should use the new deployclustévol along with its documentation available on
OTN.

The tool provides for fully automated Single Instarand RAC deployments without ever logging intg an
of the VMs. Below steps are for Oracle VM 2 users.

It is possible to add nodes to the 2-node clusiiéer( above build is done) using the kit as follows

1. Follow step 4in this document to create 4 8r 4" VM, using Oracle VM Manager or Oracle VM
Command Line Interface (CLI).

2. Follow step 5and attach the same shared storage as the exakistgr nodes have.

Boot the additional VM(s) and connect to console WNC or text mode console (See APPENDIX
D: Using Text Mode Console (Oracle VNI2))

3. At the node selection prompt type “OUT”:

== Oracle DB/RAC [ Ver si on] OneCommand for Oracle VM - template configuration (x86_64) =

NODE SELECTION

Is this the first node in the cluster (YES/NO) [ OuT

4. There will be no interview. The VM will be calledbtalhost” and will have no network configured.

From one of the existing VMs copy & paste (avaiabhly via text mode console, SREPENDIX
D: Using Text Mode Console (Oracle VN2)) the consenf the file/luO1l/racovm/netconfig.inias
/u0l/racovm/netconfig.iniin the new VM (overwriting the current file). ybu couldn’t get the
copy & paste to work you can use a normal texioedd type that information in the new VM.

5. Edit/u0l/ racovm/netconfig.inion the new VM and add the information about the K&s, e.g.:

NODE3=racnode3
NODES3IP=192.168.1.205
NODE3PRIV=racnode3-priv
NODE3PRIVIP=10.10.10.205
NODE3VIP=racnode3-vip
NODE3VIPIP=192.168.1.206

6. Invoke the network configuring script in silent neods root on the new VM. Be sure that you are
connected via the console (either VNC or text madethis will establish/restart the network:

# /lu0l/racovm/netconfig.sh -n3
Flag-n3 means % node-n4 would be 4 node, etc. Do not run this procedure on a node wi
Oracle RAC software already configured. This wdhfigure the network in the VM to the values

of NODES3* listed in netconfig.ini. You may add as many ne@s you wish in this fashion. If you
enter information about other nodes in netconfigery. NODE4* or NODES*) the generated
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letc/hosts file will contain all their details. tathat silent mode network configuration allows
longer node or domain names compared to the tegenmerview.

The add node procedure will automatically propagi@isemore complete /etc/hosts to the existing
nodes, so that all nodes know about the otherthelhosts are registered in DNS, the /etc/hots fi
may be skipped by setting resolver order in /esuitsh.conf.

7. Now that network is up on the new node, copy theenup-to datéuOl/racovm/netconfig.inifrom
the new node (it should contain all newly addedasoas well as existing nodes) to any existing
cluster member (e.g. racnodel) where you planridhe addnode(s) procedure from.

# scp /u0l/racovm/netconfig.ini racnodel:/u0l/racmn

8. Finally, run the addnode(s) procedure from thetelusiember (e.g. racnodel) you copied the
updated netconfig.ini to:

# cd /u01l/racovm
# .[racovm.sh -S addnodes -N racnode3 2>&1 | taddnode3.log

The “2>&1 | tee “ means save stdout and stderdtimade3.log, this is useful since errors are pitde
stderr, so using only “tee” or “>" will only capteistdout without any possible errors. If you domeed
logging you may omit all of that.

It is possible to add several nodes in one comnraratation, just separate them with a comma. By
default, new database instance(s) will not be eceah the new node(s), if that is required, addstbp
“addinstances” to the above command, or run it iseply at a later time. Here is the sample comntand
add 2 nodes with their instances:

# .[racovm.sh -S addnodes,addinstances -N racnode@node4 2>&1 | tee addnode-inst-node3-4.log
Or, to just add instances on a new node (assurhimgs already added using addnodes as described)abo

# .[racovm.sh -S addinstances -N racnode3 2>&1ef addinstances-node3.log
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APPENDIX C: Using More (or less) Disks

Advanced users may want to use differently namess$ than or more than 5 disks for database/ASM.

NOTE: Templates released in 2014 and after support ABMIsk names in the ALLDISKS and all
other disk variables (see params.ini), ALLDISKS_ASBIretained for backwards compatibility.

Before the Build:

There is an option to use differently named or nibam 5 disks before the build. If you attachedertban
5 shared devices to the VMs, before you lbudcluster.sh or buildsingle.sh edit
/u0l/racovm/params.iniand modifyALLDISKS to contain the list of all devices or partitionsittishould be
used by the database/ASM. Tperams.ini file describes the rules for setting this paramete
Remember that whatever disks/partitions are sgecghould be discoverable BXCASMDISKSTRING in
theparams.ini file who's default is "/dev/xvd[c-g]1". Do notiste discovery string to a too wide value,
e.g. /dev/*, since the udev rule is written basedhos string, and so might affect devices yourdit intend
on affecting, like the OS boot device!

As an example — if you add & @evice: /dev/xvdh.

ALLDISKS ="/dev/xvdc /dev/xvdd /dev/xvde /dev/xvdf /dev/xvittgv/xvdh"
TheRACASMDISKSTRING should be:

RACASMDISKSTRING ="/dev/xvd[c-h]1" (Discovers xvdcl, xvdd1, through xvdh1)

WRONG: RACASMDISKSTRING ="/dev/xvd?1" (Since it also discovers xvdal, x{a¢hich
are the /u01 and /boot mount points by default)

The discovery string may have multiple entries s&ijea by space.

By default, the build procedure will automaticagtigrtition all the disks with 1 partition each. Alneady
partitioned disk, e.g. /dev/xvdc3 will be used sishi will also write a new UDEV rule, default ruiée is:
/etc/udev/rules.d/99-oracle.rules.

NOTE: If you want to use less than the default and renended 5 disks (for example 3), set
ASM_MIN_DISKS=3 in params.ini.

After the build:

After the build, simply add more disks to the VNsytition them correctly and add them to ASM as you
normally would. If you follow this route remembermodify the UDEYV rules file on all nodes to giveet
new disk the correct permissions. Default rulesit /etc/udev/rules.d/99-oracle.rules.
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APPENDIX D: Using Text Mode Console (Oracle VM?2)

DomO access is not supported in Oracle VM 3, héimege steps are for Oracle VM 2 users only. Oracle
VM 3 users should connect to VM’s VNC/GUI consalenh the Manager Ul. Using thldeployclustertool
avoids the need for console access altogether.

Advanced users may wish to connect to console gumaot of the VM, useful to allow copy/paste when n
network is setup. From DomO, boot the VMs usingftdtl®ewing command; it will append the arguments in
“extra” to the kernel boot line, this worksly for PVM guests

Dom0O#cd /OVS/running_pool/<name-of-VM>
DomO#xm create -c vm.cfg extra="console=hvc0"

This will boot the VM and connect the console taiyterminal.
Or, if you prefer to do it manually or if the guéstunning in PVHVM use these steps:

Dom0O#cd /OVS/running_pool/<name-of-VM>
DomO#xm create -c vm.cfg

Then on the grub menu (first screen), select thedtéo boot using the up/down arrow keys, there®yp

(for “edit”), you will see a screen similar to this

pyGRUB version 0.6

root (hd0,0)

kernel /vmlinuz-2.6.18-238.0.0.0.1.el5xen ro root=LABEL=/ numa=off
initrd /initrd-2.6.18-238.0.0.0.1.el5xen.img

Scroll to the kernel boot line), typee (for “edit”) and add a space followed bgnsole=hvcQfor PVM
guests), oconsole=ttySQ(for PVHVM guests) to the end of that line. Presser thenb or ctrl-x (to boot).
The console is now connected to your terminal.

Note: In grub edit mode BACKSPACE key may not warke CTRL-H instead.

Following either of the above methods will allowpgoand paste into/from the VM'’s console; this igyon
needed when network is not yet setup.

NOTE: Oracle Linux 7 template users should also gugiouth.enable=0"to the kernel boot line above
to allow proper echoing of commands if the charactede console is used. This disables the plymouthd
daemon during boot and will allow the charactereEd by the first boot interview to be echoedh t
console.
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APPENDIX E: Building Clusters with more than 2 Nodes (Oracle VM?2)

Oracle VM 3 users should use the new deployclustévol along with its documentation available on
OTN. The tool provides for fully automated RAC deployrisewithout ever logging into any of the VMSs.

In order to build larger clusters, the network reegxbe configured on all nodes. There are two ou=tof
setting up the network on multiple nodes. Assumewvant to build a 4 node cluster here are the two
methods to setup the network and build the Ora&l€ Rluster:

Partial Interview:

1. Instantiate the 4 VM’s including adding the shaseatage to all 4 VMs
2. Boot all 4 VMs. They will all pause at the ‘Is thise first node in the cluster [ ] question

On Nodel answer YES On Node2 answer NO
One the other node in the cluster enter the word OU

3. On nodel complete the network config screen fofitee2 nodes in the cluster as a normal 2-node
cluster, and let them continue to configure thewoek. The hostnames on nodes1 and node2 will be
correct. On the other nodes it will show localhesind network will not be configured.

4. On Nodel login as root (default password ovsroad) edit the /u01/racovm/netconfig.ini file. You il
see that for each node 6 lines have been writtepy @he 6 lines and paste for each new node, modify

the node number as well as network information; e.g
NODE3=racnode3

NODE3IP=192.168.1.205

NODE3PRIV=racnode3-priv

NODE3PRIVIP=10.10.10.205

NODE3VIP=racnode3-vip

NODE3VIPIP=192.168.1.206

Add another such block for node4, all variabled stért with NODE4, e.g. NODE4IP=...
5. Update the /etc/hosts file on nodel & node2 (sthe& network is already configured):

On nodel:

#cd /u01l/racovm

# ./netconfig.sh -n1 -H (-H means to only update /etc/hosts based on ebriEnetconfig.ini)
# scp netconfig.ini racnode2:/u0l/racovm

# ssh racnode2 /u01/racovm/netconfig.sh -n2 -H (will update /etc/hosts on node2)

6. CHOOSE ONE METHOD 6.1 or 6.2: Create an exact copy of the updated file in t@d/i@covm
directory on node3 & node4 and use it to confighisr network. Choose one of these two methods:

6.1 Copy & paste the entire netconfig.ini file ugiihe console in text mode, S@REPENDIXD:
Using Text Mode Console (Oracle VMZ2) for furthefdmation on accessing the console in text
mode. Once the file is on node3 & node4 in /u@bvan directory, run:

On node3: On node4:
#cd /uOl/racovm #cd /uOl/racovm
# Inetconfig.sh -n3 # .Inetconfig.sh -n4
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The network is now setup on node3 & node4, godp gtto build the cluster.

6.20n nodel stamp the network information (netconfiyyon to the still empty shared disk (which is
shared amongst all VMs), as follows:

#cd /uOl/racovm

# .Inetconfig.sh -W (Writes the network infamation from netconfig.ini to shared storage)
INFO (node:racnodel): Network configuration file ne tconfig.ini written to /dev/xvdc
Run: netconfig.sh -R -c /dev/xvdc (assuming identic al device name on remote

nodes) to read the file on the remote nodes

By default /dev/xvdc is used but this can be odelen using netconfig.sh’s -c flag.
On node3 and node4 read and apply the networkgumafiion as follows:

On node3: On node4:
#cd /uOl/racovm #cd /uOl/racovm
# Inetconfig.sh -R -n3 # .Inetconfig.sh -R -n4

If you wish, you may break the above command ino $teps, first reading the netconfig.ini file,
which allows you to inspect it for correctness rntlapply the network configuration, as follows:

# ./netconfig.sh -R (Reads the network infmation from shared storage to netconfig.ini)
# .Inetconfig.sh -n3 (use -n4 on node4)

The network is now setup on node3 & node4. Protefdild the cluster.

Network setup from DomO/grub:

There is an easier way to configure all nodes aepdirectly from Dom 0 as follows:
1. Instantiate the 4 VM'’s including adding the shaséatage to all 4 VMs, do not boot them yet.
2. Prepare a netconfig.ini file with network infornatifor all 4 nodes using any text editor.

3. From DomO stamp the network information (netcomfig.on to the still empty shared disk (which is
shared amongst all VMs). Stamp the disk that véllisible to the VM as /dev/xvdc (using the -c fldag
is possible to use a any other shared disk). Ywoufind netconfig.sh (and sample netconfig.ini) on
DomoO in the “utils” directory under /OVS/running_gdvmname>tils.

3.1 If the shared disk is a file based disk it vdonéed to be stamped via the loopback device,llasvio
(Look in vm.cfg for the device mapped to xvdc)

DomO # losetup -vf /OVS/sharedDisk/shared-diskname.img
Loop device is /dev/loop3

DomO #./netconfig.sh -W -c /dev/loop3  (you may ignore the feedback from the comia

INFO (node:dom0): Network configuration file netcon fig.ini written to /dev/loop3
Run: netconfig.sh -R -c /dev/loop3 (assuming identi cal device nhame on remote
nodes) to read the file on the remote nodes

DomoO # losetup -d /dev/loop3 (remember to deletbe loop device)
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3.2 If the shared disk is a physical disk on Dol is passed to the VMs as ‘phy:/dev/racdevcl’ for
example, then it should be stamped directly agvt

Dom0 #./netconfig.sh -W -c /dev/racdevcl (you may ignore the feedback from the command)

INFO (node:dom0): Network configuration file netcon fig.ini written to
/dev/racdevcl
Run: netconfig.sh -R -c /dev/racdevcl (assuming ide ntical device name on remote

nodes) to read the file on the remote nodes

4. Boot the VMs using the following command, whichvaippend the arguments in “extra” to the kernel
boot line (“extra” method work for PVYM VMs only).HEse arguments will be processed by the template
first-boot module, which will bypass the normalentiew and directly read the network informatioonfr
the shared disk and setup the network on that V&€t on the node number passed inritfag):

Dom0 #cd /OVS/running_pool/<name-of-VM1>
DomO0 #xm create -c vm.cfg extra="console=hvc0 template-monfig-args="-R -n1™

For VM’s 2-4 just change the number following tineflag, e.g. -n2 for VM number 2.

Or, if you prefer to do it manually on the grub raghoot each VM and at the grub menu (first screen)

quickly typee (for “edit”), you will see this screen:

pyGRUB version 0.6

root (hd0,0)

kernel /vmlinuz-2.6.18-238.0.0.0.1.el5xen ro root=L ABEL=/ console=hvc0
template-reconfig-args="-R —n1’

initrd /initrd-2.6.18-238.0.0.0.1.el5xen.img

Scroll to second linekérnel boot line), typee (for “edit”) and add a space followed bynhsole=hvco
template-reconfig-args="-R -n1’ to the end of that line. Presster thenb (to boot).The VM will
boot and read its network configuration from tharskl disk then configure itself as nodel.

Follow the same procedure for node2, node3 andfade -n2, -n3 and -n4 respectively.
Note: Usesinglequotes (‘) to enclose the arguments *-R -n1’; douse double quotes. The grub
example above wraps the kernel line due to pagrutain real life it would all appear on one line.

If you attached the same shared disks to all 4 ¥htsstamped the right disk (/dev/xvdc) with the
netconfig.ini file, then all 4 VMs have their netidully configured.

Fully automated & scripted cluster creation

It is possible to add theld’ flag to any one of the above VMs (etgmplate-reconfig-args="-R -nb’),
which will cause the buildcluster.sh to be callduew network is setup on all VMs. If you didn’t iy
the -b’ flag then proceed tbuild the clustemn the section below.

Build the cluster:

From any node (as root) run: /ufl/racovm/buildcluster.sh

This will build a 4-node cluster and a 4 instancadlk RAC database.
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APPENDIX F: Frequently Asked Questions / Troubleshoting

1) Why is the 2-node interview unavailable due to diskr NIC mis-configuration?

During the 2-node console based interview:

== Oracle DB/RAC [ Ver si on] OneCommand for Oracle VM - template configuration (x86_64) ==
NODE SELECTION

Is this the first node in the cluster (YES/NO): [ YES

You see this error:

ERROR — SHARED DISKS INCORRECTLY CONFIGURED
For the Oracle RAC OneCommand on Oracle VMaihgd work,
a minimum of 5 shared disks must be configuved the following
names: /dev/xvdc /dev/xvdd /dev/xvde /dev/xidgfv/xvdg.

Power OFF the VM & configure shared disks cdtiyeusing Oracle VM Manager,
OVM CLI, or manually editing the vm.cfg configion file.
NOTE: It is also possible to edit params.inil aaduce the setting of ASM_MIN_DISKS

Refer to included PDF file for more details.

This means that the shared disks were not attacbreelctly to that VM. Make sure the vm.cfg has the
shared disks listed on both VMs and the sharedsdisk presented to the VMs as /dev/xvdc,d,e.flie T
automated install relies on these exact namegdierao work correctly. Advanced users should reder
Appendix Cif they wish to deviate from this naming conventio

Or this error:

ERROR - NETWORK CARDS INCORRECTLY CONFIGURED

For the Oracle RAC OneCommand on Oracle VM Ih&tavork,

a minimum of 2 NICS must be configured as ethétl&l (xenbrO & xenbrl).
This should appear in the vm.cfg config file

You may add the NICs dynamically now via Ora¢hM Manager,
OVM CLlI, or Power OFF the VM and manually edlietvm.cfg configuration file.

Refer to included PDF file for more details.

Press ANY key to recheck (Last check: <date>)

This means that the network cards were incorracthfigured. The VM requires two NICs, named ethQ
connected to xenbr0 and ethl connected to xeblwd.nvay hotplug a NIC and hit enter to recheck, or
you may power off and add the NICs.

2) lIs it possible to clean the environment and startlhover (with different settings)?
YES! If you experiment with the build process bytied /u0l/racovm/params.iniand incorrectly

entered data causes the build to fail or you dtegbtild before it finishes, you may clean the
environment in preparation for another build. Sitide operation also cleatise shared disks if
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executed on first (Hub) node) extreme caution gthbel taken when running clean. If cleanup only on
local node is needed, exchange “clean” with “cleeal’:

# /uOl/racovm/racovm.sh -S clean

Note that by default, as a safeguard to preventantal removal of the environment, the above
command willfail if there are any running processes on a VM. Tuaky that, change
CLONE_CLEAN_CONFIRM_WHEN_RUNNING tmo in params.ini, then issue “./racovm.sh -S
copykit”, (will copy kit files+params.ini to all rdes) now you can clean all VMs despite running
processes. So a typical cleanup on a clusteredmysiay look like this:

# /uO0l/racovm/racovm.sh -S setsshroot,copykit,clean

To further cleanup the OS from any network/hostnaae FAQ#6 in theDeploycluster
documentatior, which involves running, in summary:

o0 /uOl/racovm/racovm.sh —S setsshroot,copykit,clean

o ovmd —s cleanup (on all VMs)

o OL5/6: service dbracovm-template.init enable-all (o n all VMs)
o OL7: /usr/bin/dbracovm-template.init enable-all (o n all VMs)
o Poweroff all VMs
0 Run deploycluster.py to redeploy & configure the VM (s)

Why is an error returned when a remove node operatin is attempted?
Similar safeguards are built for other operatidits. example, this removenodes request:
# ./racovm.sh -S removenodes —N racnode2

Will fail if processes are still running on the mgd) to be removed with the following messages:

WARNING (node:racnode?): Above Oracle processes are currently running!!!!

ERROR (node:racnodel): It is not possible to remove nodes from the cluster with
existing software running on them, shutdown the abo ve processes and re-run
'removenodes'. If you are absolutely certain it is safe to clean the nodes before
removing them from this cluster, set CLONE_CLEAN_ON _REMNODES=yes and re-run the

‘removenodes' operation.

Either shutdown these processes on racnode2, ngel@LONE_CLEAN_ON_REMNODES to yes in
params.ini (or set in the environment of the sh#tgn re-issue the command.

Why is an error returned when an attempt to stamp adisk using netconfig.sh -W?

If you try to stamp a disk with the network infortiwe, and the disk is busy or held by any procass,
error similar to this one will be displayed:

[root@racnodel racovm] # ./netconfig.sh -W

ERROR (node:racnodel): Device (/dev/xvdc) used to t ransfer network configuration to
remote node(s) is incorrect or busy (blockdev) (see output below):
BLKRRPART: Device or resource busy O
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This is a safeguard measure not to overwrite plessder data. The stamping of shared storage should
be used only when there is no user data on the.disktransfer the netconfig.ini to the new nodg, t
one of these options:
= Copy/paste the netconfig.ini using console in tagtde, seBRPPENDIX D: Using Text Mode
Console (Oracle VM2)jor further information on accessing the consoleekt mode.
= |f there is an extra non-used disk shared by tlideddMs and the current VM, you may stamp to
that disk, simply add the ‘-c /dev/xvdx’ assumidgV/xvdx is that spare disk. Commands will be:
Inetconfig.sh —c /dev/xvdx -W to write, and -Rréad on the new node.

Is it possible to control resolver order and the viaies in /etc/hosts file?

YES! If the hosts are registered in DNS, the /atsth file may be skipped by setting resolver omder
letc/nsswitch.conf. Change this line “hostsfiles dns” to “hosts:  dns files” thus makingB be
the first option for resolving names, then if “ns¢oly default it may be installed but not turned @N
the Oracle DB/RAC OVM templates) is used issue:

# service nscd reload

In addition, it is possible to instruct netconflyte append or completelyskip writing into /etc/hosts,
see netconfig.txt for details on NETCONFIG_APPENDCHOSTS &
NETCONFIG_SKIP_WRITING_ETCHOSTS.

Is it possible to relocate /tmp to a separate disfor add an extra disk before deployment)?

YES! It is a best practice to relocate /tmp to pasate disk, so that an accidental fillup of /tngesh’t
also fillup the root (/) filesystem. This is notréoin the templates to reduce footprint and allagier
/tmp setting at deployment time. It is extremelgyeto do that using thmodifyjeos tool (included in the
ovm-modify-jeos rpm fromhttp://edelivery.oracle.com/linuxyVhen guest is shutdown issue:

# modifyjeos -f System.img -P tmp.img 5000 /tmp
Starting VM image reconfiguration...

Processing tmp.img product image...

Mounting VM image...

Mounting product image tmp.img...

Persisting mount point /tmp ...

Unmount VM image...

Successfully created JeOS image files...

The above command creates a 5GB tmp.img disk alhdad the following line to /etc/fstab inside the
guest, so that next time that guest boots it véé (tmp as a dedicated mount point on the newbtede
tmp.img disk.

LABEL=tmp /tmp ext3 defaults 1 2
Is it possible to connect to a specific instance RAC?

YES! Since 11.2 NETCA no longer writes individuasiance’s connect data. If for some reason you
need to connect to a specific instance in RAC,RiBEonnect as follows:

[oracle@racnodel ~|$ sqlplus system/oracle@racnodel:1521/ORCL/ORCL1
SQL*Plus: Release 11.2.0.3.0 Production on Thu Aug 26 01:34:35 2011
Copyright (c) 1982, 2011, Oracle. All rights reser ved.

Connected to:

Oracle Database 11g Enterprise Edition Release 11.2 .0.3.0 — Production
With the Partitioning, Real Application Clusters, A utomatic Storage
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‘Management, OLAP, Data Mining and Real Application Testing options

Note the node number followed by port, databaseresstdnce names.
Is it possible to create/delete and operate on mile Databases?

YES! By default, OneCommandacovm.sh)operates on the database defined in DBNAME &
SIDNAME in params.ini, if you want to create/operan other databases, you may change DBNAME
& SIDNAME in params.ini or comment them in the filnd specify on the command line, e.g.:

[root@racnodel racovm]| BBNAME=MYORCL ./racovm.sh -sS createdb

The above command will create a new database ddédRCL (SIDNAME will default to
MYORCL, e.g. MYORCL1, MYORCLZ2, etc.)

Is it possible to create a Policy Managed Database?

By default the templates create an Aministrator Mped Databas&tarting with the DB/RAC
Template released in 2013, Policy Managed databaaatomation is supported via
DBCA_DATABASE_POLICY in params.ini .

For reference, it takes two commands to manualhwed an Admin Managed to Policy Managed, as
follows:
[oracle@racnodel bin}$i01/app/11.2.0/grid/bin/srvctl config db -d orcl
Database uniqgue name: ORCL
Database name: ORCL
Oracle home: /uO1/app/oracle/product/11.2.0/dbhdme__
Oracle user: oracle
<snip>
Management policy: AUTOMATIC
Server pools: ORCL
Database instances: ORCL1,0RCL2
<snip>
Type: RAC
Database is administrator managed

[oracle@racnodel bin}$i01/app/11.2.0/grid/bin/srvctl add srvpool -g pro@1 -1 2 -u 2
[oracle@racnodel bin}$101/app/11.2.0/grid/bin/srvctl status srvpool

Server pool name: Free

Active servers count: 0

Server pool name: Generic

Active servers count: 2

Server pool name: prod01

Active servers count: 0

[oracle@racnodel bin}$i01/app/11.2.0/grid/bin/srvctl modify db -d orcl g prod01
[oracle@racnodel bin}$101/app/11.2.0/grid/bin/srvctl config db -d orcl

Database uniqgue name: ORCL

Database name: ORCL

Oracle home: /uO1/app/oracle/product/11.2.0/dbhdme__

Oracle user: oracle

<snip>
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Management policy: AUTOMATIC
Server pools: prod01

Database instances:

<snip>

Type: RAC

Database is policy managed

10)It it possible to “mix and match” the OS disk from one DB/RAC OVM template to another?
YES! For example, if we assume that:

Oracle 11.2.0.4.4 was released with OS disk of IBriaioux 5 Update 11
Oracle 12.1.0.2.1 was released with OS disk of @raioux 6 Update 6

If there is a need to have 11.2.0.4.4 run with O&éhen in:

* Oracle VM 3:Unzip and untar then import each disk individually then create a VM from the
imported disks. If this change is needed afteistifevare is installed, then follow a
‘removenodes’ followed by ‘addnodes’ proceduredd the new node(s) with the modified OS
version. It is not recommended to run with mixed @8sions on a cluster for prolonged periods
of time; ensure that all cluster nodes are upgradede same OS level as described in My
Oracle Supporote# 220970.1

* Oracle VM2: Extract only the OS disk (“System.im@9m the 12.1.0.2.1 released template (the
OS disk is inside the smaller zip file) and unzimio the same folder as the Oracle disk of the
11.2.0.4.4 release.

11)Can oneoff patches be added or removed before and/after the template is fully built?
YES! Patches can be added or removed at any tirfedlass:

After the cluster is fully built: As any patch is applied or rolled back; follove README
supplied with the oneoff patch, e.g. shutdown aagllases, services, etc. apply or rollback the
patch usingppatch and restart services, etc.

After the template’s first boot, but before the clwster is built: The templates are delivered as
‘software-only’ installs, without any central inweny or configuration. In order to apply or rolttda
patches in this configuration follow these stepdy @ne node is needed:
= Make sure network is fully configured on a singégla (to be patched) using the
Deploycluster tool or by one of these manual meshéd the boot prompt ‘Is this the first
node in the cluster’ type OUT, then efi01/racovm/netconfig.iniand run
/u0l/racovm/netconfig.sh —nlas needed to configure the network (describediar p
sections of this document). Alternatively, setugMs using normal screen interview and
only use one of the VMs.
= Attach both the Grid home (skip this step for Senlgistance) and the RAC home to the
central inventory by running:

[root@racnodel racovm#] /uO1/racovm/racovm.sh -sS giattachlocal,racattaéocal
= Switch to the oracle user and apply or rollbackghtches as they normally would be using
opatch. Follow the README supplied with the oneoff padipping any instructions to

shutdown databases or services, since none adefyetd.
= Once all the patches are applied or rolled backecty, clean up the Oracle disk using:
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[root@racnodel racovm#] /uO1/racovm/racovm.sh -sS cleanlocal

= Shutdown the VM, and use only the Oracle diskQi$edisk was modified (network
configured, etc.) and can therefor be discardedhl@ioe the Oracle disk with an unmodified
OS disk, and that becomes the new template ‘galdage’, which is used to create as many
VMs as needed.

Tip: To apply multiple fixes using opatch use thapply’ option, to rollback multiple fixes
use the ‘nrollback’ option.

To remove ALL patches If for some reason you would like to remove ALhenff patches and revert
back to base release of the template. Then appiygwn selection of patches on top of the base
release, run these commands which will remove Aatcipes from the given Oracle Home (For
example, will revert an 11.2.0.4.4 to 11.2.0.4T0)is is of course not recommended; unless you will
apply newer patches that better fit your needsikgdp mind security, performance and other aspects

$ opatch Isinventory > invlist

$ # Following will create a long comma separated li st

$ patches="$(grep —P 'Patch\s+\d+" invlist |awk '{ printf $2"." }')”
$ patches="${patches%,*}" # Remove last comma

$ # remove the -local flag to remove the patches fr om ALL nodes

$ # add -silent to skip confirmation prompts
$ opatch nrollback -id $patches -local

If running this on a configured Grid Home, befdnestblock of commands run the following ra®t
user to unlock the home and allow the Oracle usearite there:

# <Grid_HOME>/crs/install/rootcrs.pl —unlock
After the block of commands run the following tdieate the stack, as thieot user:
# <Grid_HOME>/crs/install/rootcrs.pl -patch
12)lIs it possible to change the user passwords on albdes?
As long as passwordless-ssh is configured one sadaall.shto run commands on all nodes, e.g:

# /lu0l/racovm/doall.sh “echo ‘hArDpasSWd’ | passwekstdin root”
# history -c; clear

Will change root password on all nodes; run histmsmand clears the command from history buffer.
Note, above command will display the password forief time in “ps” output. You can run this
command from any other user account; or as roother users by changing ‘root’ to the desired ui$er.
passwordless-ssh is not configured you may add &spirst argument tdoall.sh this will attempt to
setup passwordless-ssh with the password stongarams.ini or if missing, will prompt for a passwor
If that does not work, you can always ssh to eaxtenand rumasswd to change the password
manually.

13)Do the templates support RAC One Node deployment?
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YES! Simply follow the steps in Note# 1232802.1Mw Oracle Support paying attention to the
troubleshooting section at the bottom of the atiohssuming a two node cluster with a database
instance running on racnodel; following these comasawill create a service ("SERV") and convert
that database to be of RAC One Node type:

[oracle@ racnodel binjérvctl add service -d ORCL -s SERV -r ORCL1
[oracle@ racnodel binjérvctl convert database -d ORCL -c RACONENODE -i ORCL
[oracle@ racnodel binj§rvctl config database -d ORCL

Database uniqgue name: ORCL

Database name: ORCL

Oracle home: /uO1/app/oracle/product/11.2.0/dbhdme__

Oracle user: oracle

<snip>

Services: SERV

Type: RACOneNode

Online relocation timeout: 30

Instance name prefix: ORCL

Candidate servers: racnhodel

Database is administrator managed

Status of instances:

[oracle@ racnodel binjérvctl status database -d orcl

Instance ORCLL1 is running on node racnodel

Online relocation: INACTIVE

To manually initiate instance relocation:

[oracle@ racnodel binjgrvctl relocate database -d orcl -n racnode2
See Note# 1232802.1 and official documentatiorafiatitional details.

14)ls it possible to automatically reduce the OS footint?

YES! The DB/RAC OVM Templates released in 2013ude a utility calleddSRevertwhich can
easily help transition the OS from one saved rpmydiato another.

# DESCRIPTION:

# OSRevert allows Saving (-S flag) a certain set of RPMs (Target)

# so that at a future point in time, the system ¢ ould be

# Reverted (-R flag) to that target.

# By default the Revert operation only removes RP Ms that are present
# in the running system and not in the Target. Ho wever, if yum

# repository access is configured properly, then automated

# addition (-a flag) of RPMs can also be performe d.

It it possible to include NETCONFIG_OSREVERT_TARGHIb-minimum, in netconfig.ini so that
during network setup, before a buildcluster ordsingle is initiated, the OS will revert to the db
minimum’ saved target, thus making the OS footpsmaller and more secure. This operation requires
no network access since rpms are being removedt lAter time, if network access is configureds it
possible to revert the OS back to the ‘basic’ sawaeget, using the following command:
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# lusr/bin/OSRevert.sh -T basic -R —a

Templates released in 2014 and beyong also inelod@S Revert Target called ‘os-minimum’ which is
bare-minimum OS. Reverting to it will not allow taling and running the Database or Clusterware
software. Use ‘db-minimum’ or above to run the Daise or Clusterware.

15)Are the DB/RAC Templates available as Standard Edibn (SE)?

In October 2015 a DB/RAC Template with Oracle Dat#12.1.0.2.5 Standard Edition 2 (SE2) was
released in addition to a separate 12.1.0.2.5 pnserEdition (EE) template.

Keep in mind that regardless of the DB/RAC Tem@atensitioning from one edition to another (SE to
EE or vice versa) requires a re-install.

As such, please select the correct edition of tBERIAC Templates to deploy as appropriate for your
licnese and testing needs. Although once depldedenvironment can be cloned, configured and
repurposed as Single Instance or Oracle RAC mamgstisee FAQs below), still, in all this life-cycle
the edition remains as the original selection.

16)What deployment modes do the DB/RAC Templates suppi@

There are 3 main deployment models:

= Single Instance (CLONE_SINGLEINSTANCE=yes in netconfig.ini or parauimi)

= Single Instance/HA (Oracle Restart) (CLONE_SINGLEINSTANCE_HA=yes in netconfig.ini or gzans.ini)
= Oracle Real Application Clusters (RAC)

The SIHA (Oracle Restart) & Oracle RAC allow fo€austerware Only deployment, where by no
Database is created, only the Clusterware is setung the Grid Home and configured on the selected
nodes. Simply set CLONE_CLUSTERWARE_ONLY=yes ingmas.ini, no database will be created
and in fact the DB Home will not be used at alke(s@lowing question).

17)Which Oracle Home may be removed, based on deploymemode?

The DB/RAC Templates include both Grid Home (/u@p/a2.1.0/grid) and DB Home
(/u0l/appl/oracle/product/12.1.0/dbhome_1) [ In 1AgR2.1" changes to "11.2" in the path].

In Single Instancedeployment (CLONE_SINGLEINSTANCE=yes) it is allowadlcompletely remove
the Grid Home, before or after deployment.

In Clusterware Only deployment (CLONE_CLUSTERWARE_ONLY=yes), it is alled to
completely remove the DB Home, before or after dgplent since a database is not created.

TheRAC & Single Instance/HA (in non-Clusterware only) deployments require othcle homes to
exist.

18)Is it possible to switch from one mode to anotheg.g. from Single Instance to RAC or vice versa?
YES! The exact same templates are used for all mofieperation. To switch from one to another,

simply follow the cleanup steps (FAQ#2), be sureutothe cleanup on the already configured mode,
and only after the cleanup completed modify tortee mode. Also, make sure the pre-requisites ®r th
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new mode are met, e.g. RAC needs a second NIGsteardd storage, then re-run the buildcluster.sh or
buildsingle.sh.

It is also possible to switch from one mode to haotvithout a cleanup, by following the standard
documentation on such conversions, for example, BBGble to convert a Single Instance database to
RAC, assuming the environment is setup right.

19)lIs it possible to place the Database on a (sharefilpsystem?

YES! ForSingle Instancedeployment, the databaseist reside on a filesystem since ASM is not
configured. FoSingle Instance/HAor RAC deployments when ASM is configured (by default)sit
required to set DATABASE_ON_FS=YES in order to teghe database on a filesystem. The
filesystem location is specified in FS_DATAFILE_L®@TION. Oracle RAC 12c supports placement of
the database inside an ACFS filesystem and thelééengutomation supports that as well. To cleas thi
location, during a 'clean’ operation, set CLONE_BNEFS LOCATIONS=yes in params.ini,
otherwise the database files will be left aroundreafter a clean operation (this is a designedysafel

to prevent accidental database removal).

20)Is it required to configure ASM?

Although it ishighly recommended to configure ASM and place the datafdasenside it, it is not
required. In the DB/RAC Template automation, if RRCASMGROUPNAME is set to empty string,
ASM will not be configured. It is then requiredptace the OCR & Voting disks on a supported shared
filesystem in the case of RAC deployment. Manus#tup NFS or OCFS2 then set
CLONE_OCR_DISKS & CLONE_VOTING_DISKS to 3 files daas well as
CLONE_OCRVOTE_IN_ASM =no (see params.ini for detail

Note thatSingle Instance/HArequires no OCR or Voting disks, aBthgle Instancedeployment never
configures an ASM instance.

Carefully review the mount options for the OCR/Vgtifilesystem as well as the filesystem that will
hold the database files, as per current produatmeatation.

21)Is ASMLib supported in the DB/RAC OVM Templates?
YES! Since initial release of the templates ASMIsia valid path to the ASM disks, however, the
creation of the ASMLIib disks is not automated. I6Wwlnormal ASMLib documentation to install the
necessary two rpms (newer templates have the kérivel under /u01/Extras), configure the ASMLib
driver using "/etc/init.d/oracleasm configure". e some disks, e.g.
# letc/init.d/oracleasm createdisk xvdf /dev/xvdfl
# letc/init.d/oracleasm listdisks
XVDF
Specify the newly created disk(s) in params.inngsi
ALLDISKS_ASMLIB="ORCL:XVDF"

Both ORCL:name, or just "name" of disk are honorédd to the discovery string, e.qg.:

RACASMDISKSTRING="/dev/xvd[c-e]1 ORCL:XV*"
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Here a glob starting with "ORCL:" means ASMLib diskFinally, make sure any reference to that disk
(/dev/xvdf) in ALLDISKS is removed.

Now a standarduildcluster.sh or buildsingle.sh(In SIHA mode) will use these ASMLib disks

NOTE: Templates released in 2014 and after support ABMIsk names in the ALLDISKS and all
other disk variables (see params.ini and FAQ#24),INSKS_ASMLIB retained for backwards
compatibility.

22)Can the DB/RAC OVM Templates be used in HVYM mode?

YES! Since UEK/UEK2/UEKS kernels all support switatp from HVM to PVM seemlessly, simply
use Oracle VM Manager and change the virtualizatiade (Domain type), then commands like ‘Ispci’
and ‘dmidecode’ will function as they do in HYM madRefer to UEK release notes for details on
HVM mode and refer to latest certification detéésy. Note# 464754.1) on My Oracle Support for
support information relating to RAC & HVM mode.

23)Can a Container Database be created?
YES! In the DB/RAC Templates released in 2013 aeybbd, set DBCA_CONTAINER_DB =yes in
params.ini and run ‘createdb’ step to create abdat racovm.sh -S createdb (see params.ini for
additional details)

24)Can additional ASM Diskgroups be created?
YES! In templates released before 2014 that waaraual task, however, in templates released in 2014
and beyond, that task is fully automated and iriegk with Deploycluster. The initial ASM diskgroup

is still created using the ALLDISKS disk variablerfay also include ASMLIb disks), all disks
specified there will create the initial ASM diskgm

The name of a Recovery diskgroup may be specifiede variable RACASMGROUPNAME_RECO.
If this diskgroup is specified then database coeatvill automatically use it as the Recovery diskgy
for the database.

Theredundancy, attributes anddisks are specified iIRACASM_RECO_REDUNDANCY,
RACASM_RECO_ATTRIBUTES andRACASM_RECO_DISKS respectively.

Valid values for redundancy are EXTERNAL, NORMALegdult) or HIGH.

Diskgroupattribute syntax must use single quotes around attributeesaand values, separated by an
equal sign, e.g. 'au_size'="2M', separate eachaiclhy comma for additional attributes (entinengt

is enclosed in double quotes). For example:
RACASM_RECO_ATTRIBUTES=""compatible.asm'="12.1.0!0'compatible.rdbms'="12.1.0.0.0"
Disk names may be physical disks or ASM Lib diskea.

Additional extra ASM Diskgroups may be specifiedRACASMGROUPNAME_EXTRA , separate
each name by a space.
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Theredundancy, attributes anddisks are specified IRACASM_x_REDUNDANCY,
RACASM_x_ATTRIBUTES andRACASM_x_DISKS respectivelyX represents the number of the
diskgroup starting with 1). For example:

RACASMGROUPNAME_EXTRA=TEST MYDEV' will attempt toreate 2 extra diskgroups,
provided that RACASM_1 * and RACASM_2_* are setreatly (at least RACASM_* DISKS must
be specified, the rest have defaults).

The following variables allow various componentsise the created diskgroups:

ACFS_DISKGROUP="" # Diskgroup for ACFS filesystem
DBCA_ DISKGROUP="" # Diskgroup for Database
MGMTDB_DISKGROUP ="" # Diskgroup for Management DB (12c only)

It is possible to set CLONE_DISKGROUP_CREATE_BG=ges thus allow for these diskgroups to
be created in the background while the rest ofritbllation continues onwards.

See params.ini for additional details.
25)Can the Database Controlfiles and REDO logs be mujtiexed?

YES! Follow the generic Oracle documentation inBfaabase Administrator's Guide on setting
db _create _online log destand set the following in params.ini:

DBCA_INITORA PARAMETERS="db_create _online_log_dest'+EXTRA',db_create online_log_d
est_2="+DATA"

Will create multiplexed Redo logs and Controlfilekd EXTRA & DATA diskgroups assuming these
diskgroups are created properly (see FAQ#24 onddislp creation)

26)Can REDO logs size be set?

YES! All templates released in 2014 and beyondnaBetting a specific size for the REDO log via
REDOLOG_FILESIZE_MB in params.ini.

27)What does Yum@Deploy mean? How to add / update RPM&uring or after deploy time?

YES! In addition to the OSRevert functionalitysdgbed in FAQ#14, templates released in 2014 and
beyond offer a feature called Yum@Deploy. This aptllows to automatically run YUM (Install
and/or Update) during firstboot for initial deplognt, as well as subsequent deployments and day to
day usage. They are also immediately availableties being added using the 'addnodes’ step.

NETCONFIG_YUM_INSTALL : List of rpms to install,an contain wildcards, e.g. x11*
NETCONFIG_YUM_UPDATE : YES/NO, to enable yum upeléo bring up existing roms to latest
revision
NETCONFIG_YUM_PROXY : Proxy used for all Yumexations, e.g. http://...
NETCONFIG_YUM_OPTIONS : Various options passecdily to Yum (no validation)
e.g. --nodeps --skip-broken, etc

If NETCONFIG_YUM_INSTALL is set, all listed rpms Wibe installed, following that, if
NETCONFIG_YUM_UPDATE is set to YES or TRUE, a ftyum update’ will run to bring up all
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installed rpms to latest version. These steps neayb directly at any time using the -S flag to am
individual step using the following step names:

yuminstall[local]*- add extra RPMs before confitug the Oracle software (all or local node)
yumupdate[local]*- update all RPMs before configg the Oracle software (all or local node)

28)How are process and kernel limits set in the temptas?

By default the templates come preintalled vathcle-validated (OL5) ororacle-rdbms-server-*-
preinstall (OL6 & OL7). All thekernel anduser limits are set by these rpms. If any changes are
needed, edit these rpms respective configuraties {ietc/sysconfig/<rpm-name>/<rpm-name>.param).
Then re-run their ‘verify’ script (see documentatiwith these rpms) to apply the changes.

If these rpms are removed or not installed for @@agon, the templates have some default/fallback
values, and also allow overriding these by setitingarams.ini: CLONE_ <soft|hard>_<limithame>
where limithame can be: nofile, nproc, stack, caremlock.

If the oracle-validated/ preinstall rpms are installed, then above CLONE_* settingsigmored, please
use the rpm mechanism to adjust these limits.

Oracle Clusterware limits may be specified in: CRS_LIMIT_<LIMITNAME>, thesee applied
during installation to <Grid_Home>/crs/install/ssconfig_<nodename>_env.txt.
Valid limit names (in upper case): NPROC, STACK,EDNFILE, MEMLOCK, CORE
See params.ini for additional details.
29)How to convert to BTRFS filesystem? Is it supported
BTRFS is supported for production usage since Magdf It has a veryich set of featured

Converting to btrfs is a quick and easy procespjirgng only a few minutes and one command actually
converts the filesystem.

Here is the link to thefficial documentation
https://docs.oracle.com/cd/E37670_01/E37355/htmlied _case7_btrfs.html

Below is a real-world example of converting the pdae’s ext4 /u01 to btrfs as per above
documentation, which is also captured in the teteplan this file: /Ju01/Extras/README_Dbtrfs.txt:

[root@testc105 /J@f -Th /u01
Filesystem Type Size Used Avail Use% Mourded
/dev/xvdbl ext4d 45G 14G 29G 32% /u01

Unmount and run fsck:

[root@testc105 /[#amount /u0l
[root@testc105 /)#sck.ext4 -f /dev/xvdbl
e2fsck 1.43-WIP (20-Jun-2013)

Pass 1. Checking inodes, blocks, and sizes
Pass 2: Checking directory structure

Pass 3: Checking directory connectivity

Pass 4: Checking reference counts

Pass 5: Checking group summary information
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/u01: 48144/2949120 files (0.2% non-contiguous),8263/11796224 blocks
Convert /dev/xvdbl to btrfs:

[root@testc105 /)btrfs-convert /dev/xvdbl
creating btrfs metadata.

creating ext2fs image file.

cleaning up system chunk.

conversion complete.

Mount the newly converted filesystem:

[root@testc105 /][#nount /dev/xvdbl /u01
[root@testc105 /J@f -Th /u0l1

Filesystem Type Size Used Avail Use% Mourded
/dev/xvdbl btrfs 45G 15G 21G 41% /u0l

It is also possible to mount the ORIGINAL filesysten READONLY mode because the conversion
process automatically saves it as a subvolumedc@i¢?2 saved'

[root@testc105 /]#btrfs subvolume list /u01
ID 256 gen 11 top level 5 path ext2_saved

First mount the snapshot on a temporary mount point

[root@testc105 /]#nkdir /Ju0l_tmp

[root@testc105 /]#nount -t btrfs -0 subvol=ext2_saved /dev/xvdbl /uQimp
[root@testc105 /J@f -Th /u01_tmp

Filesystem Type Size Used Avail Use% Mourded

/dev/xvdbl btrfs 45G 15G 21G 41% /uOlptm

This is the snapshot:

[root@testcl105 /[#s -Ish /u01_tmp/
total 15G
15G -r-------- . 1 root root 45G Dec 31 1969 image

Now mount the original filesystem in read-only mode

[root@testc105 /]#nkdir /u0l_orig

[root@testc105 /]#nount -t ext4 -o loop,ro /u01_orig/image /u01_orig
[root@testc105 /J#@f -Th /u01_orig

Filesystem  Type Size Used Avail Use% Mourded
/u0l_tmp/image ext4d 45G 14G 29G 32% /u0j ori

To reclaim the space that the snapshot holds isubeolume, delete it as follows:
[root@testc105 /)#btrfs subvolume delete /u0l/ext2_saved
Delete subvolume '/u0l/ext2_saved'

See theBTRFS documentatiofor more details.
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30)Can the OCR/Voting disks be placed in a separate A% Diskgroup?
YES. See FAQ#24 for additional information on ciregimultiple diskgroups during initial deployment.
Note that ALLDISKS should hold all disks only fdre primary diskgroup (RACASMGROUPNAME)

(defaults to ‘DATA’). So, one could set the defadibkgroup to be called OCRVOTE or ‘SYSTEM’,

then create as many additional diskgroups as needed) RACASMGROUPNAME_EXTRA, see
FAQ#24 and params.ini for details and examples.
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